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Abstract

In the context of bone-related injuries, radiography is the most commonly used technique for
noninvasive diagnosis. Standard procedure involves a technician who obtains a high-quality
X-ray image and a radiologist who sets a diagnosis based on the obtained image. To make diag-
nostic procedures easier, faster and more accurate, computer-aided diagnostics (CADX) systems
are being developed to support the radiologists in their decision-making process. In recent years,
machine learning (ML) has become the focus of CADx systems development and research be-
cause it is capable of seamlessly capturing highly complex distributions. This is especially
important in pediatric radiology, where the variations in the data are often very demanding for
modeling.

This doctoral dissertation first investigates preprocessing of pediatric X-ray images and the
detection of targeted features related to wrist fractures on wrist radiographs of children. In-
specting the dataset of pediatric X-ray images provided by the Division of Pediatric Radiology,
Department of Radiology, Medical University of Graz, Austria, the issue of X-ray image align-
ment and orientation arose. Therefore, the alignment and orientation of X-ray images became
the focus of the first developed ML model.

Following image alignment and orientation, targeted features extraction is needed, such that
would help radiologists detect wrist fractures on pediatric X-ray images. Two separate ML mod-
els for pediatric wrist fracture detection were developed. The first developed model was based
on local-entropy bone segmentation, while the second model utilized a YOLOvV4 convolutional
neural network to cope with the shortcomings of the first developed model.

Besides fracture detection, it is helpful to estimate the age of the fracture. Therefore, another
deep learning-based system was developed for fracture age estimation. The developed multi-
modal system based on fusing multiple X-ray projections (of the same case) with a patient’s age
and gender information provides uncertainty in its decision. By estimating uncertainty in its
decisions, the system becomes more trustworthy for the experts who use it.

Finally, to enhance the visibility of the fractures and tissue obstructed by the cast during
the wrist fracture healing monitoring, a CycleGAN-based system was trained for cast suppres-
sion in X-ray images. Also, in order to appropriately evaluate the developed system, rigorous
quantitative and qualitative evaluation was proposed.

All things considered, merging all developed models into one system creates a backbone

of a CADx system capable of providing crucial information about pediatric wrist fractures that

II1



could improve diagnostics and make the whole process less labored for radiologists.
Keywords: machine learning; preprocessing of pediatric X-ray images; detection of wrist frac-

tures on X-ray images; generative adversarial networks; computer-aided diagnostics; inter-

pretability of neural networks
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Sazetak

U kontekstu ozljeda povezanih s kostima, radiografija je najcesce koriStena tehnika neinvazivne
dijagnostike. Standardni postupak ukljucuje tehnicara koji izraduje kvalitetan radiogram 1 ra-
diologa koji na temelju dobivene slike postavlja dijagnozu. Kako bi se dijagnosti¢ki postupci
ucinili lakS§ima, brzima i preciznijima, razvijaju se sustavi raCunalne dijagnostike (CADx) koji
pruzaju podrsku radiolozima u procesu donosenja odluka. Posljednjih godina strojno ucenje
(ML) postalo je fokus razvoja i istrazivanja CADx sustava jer je sposobno s lako¢om prepoznati
vrlo slozene distribucije podataka. Ovo je posebno vazno u pedijatrijskoj radiologiji, gdje su
varijacije u podacima Cesto vrlo zahtjevne za modeliranje.

U ovoj doktorskoj disertaciji prvo se istrazuje predobrada pedijatrijskih radiograma i otkri-
vanje ciljanih znacajki povezanih s prijelomima zapesc¢a na dje¢jim radiogramima zapesc¢a. Pre-
gledom skupa podataka pedijatrijskih slika prikupljenih na Odjelu za pedijatrijsku radiologiju,
Odsjeku za radiologiju Medicinskog sveuciliSta u Grazu, Austrija, pojavilo se pitanje poravnanja
1 orijentacije radiograma. Stoga su poravnanje i orijentacija radiograma postali fokus razvijanja
prvog ML modela.

Nakon poravnavanja i orijentacije slike, potrebno je izdvojiti ciljane znacajke koje mogu po-
moc¢i radiolozima u otkrivanju prijeloma zapesc¢a na pedijatrijskim medicinskim radiogramima.
Razvijena su dva odvojena ML modela za otkrivanje prijeloma zapesca u djece. Prvi razvi-
jeni model temelji se na segmentaciji kostiju koristenjem lokalne entropije. Drugi model koristi
Y OLOV4 konvolucijsku neuronsku mrezu kako bi otklonio nedostatke prvog razvijenog modela.

Osim otkrivanja prijeloma, korisno je procijeniti i starost prijeloma. Stoga je razvijen jos
jedan sustav temeljen na dubokom ucenju za procjenu starosti prijeloma. Razvijeni multi-
modalni sustav temelji se na spajanju viSestrukih projekcija radiograma (istog slucaja) s infor-
macijama o dobi 1 spolu pacijenta te pruza neizvjesnost u svojoj odluci. Procjenom neizvjesnosti
svojih odluka, sustav postaje pouzdanijim za stru¢njake koji ga koriste.

Konacno, kako bi se poboljsala vidljivost prijeloma i tkiva prekrivenog gipsom tijekom
pracenja cijeljenja prijeloma zapesca, razvijen je sustav temeljen na arhitekturi CycleGAN za
supresiju gipsa na radiogramima. Takoder, kako bi se razvijeni sustav prikladno vrednovao,
predlozeno je metoda rigoroznog kvantitativnog i kvalitativnog vrednovanja.

Uzimajuci sve u obzir, spajanje svih razvijenih modela u jedan sustav stvara okosnicu CADx
sustava sposobnog pruziti klju¢ne informacije o pedijatrijskim prijelomima zapesS¢a koje bi

mogle poboljsati dijagnostiku 1 uciniti cijeli proces manje napornim za radiologe.
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Kljuéne rije€i: strojno ucenje; pretprocesiranje pedijatrijskih radiograma; detekcija fraktura
zapeSc¢a na radiogramima; generativne suparnicke mreze; racunalom-potpomognuto dijagnosti-

ciranje; interpretabilnost neuronskih mreza
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Introduction






Chapter 1

Introduction and Problem Statement

1.1 Computer-Aided Diagnostics in Medical Imaging

Computer-aided diagnostics (CADx) refers to systems that assist physicians and medical experts
in analyzing and evaluating medical images [12]. The systems are based on the extraction of
various valuable features that support physicians in their decision making. The extracted fea-
tures are called radiomics, and they can represent different shapes, sizes of individual regions
of interest, pixel intensity histograms, texture irregularities, etc. — in other words, anything that
can help a physician to set up a diagnosis [58].

Based on the radiomics definition, it can be easily noticed that CADx systems are strongly
related to the scientific field of computer vision. In the last decade, the most popular algorithms
in computer vision were based on machine learning and artificial intelligence [75]. Therefore,
CADx systems have also started relying on those algorithms and methods. Some examples of
CADx systems based on machine learning models are as follows: distinction of patient mental
conditions [11], classification of colon cancer stages [74], detection of lung nodules and lung
cancer [67, 39], retinal vessel segmentation [82] or brain cancer detection [40]. Furthermore,
advances in machine learning led to image augmentation techniques that can increase the quality
of medical images. A few of such examples are the reconstruction of CT images from X-ray
images [83], increasing the quality of medical images by creating super-resolution images [84],
or simply generating new artificial magnetic resonance images of a brain [45].

This dissertation will focus on preprocessing and artifact removal from pediatric medical
X-ray images, as well as extraction of targeted features related to wrist fractures from pediatric

medical X-ray images that can help radiologists and medical experts set up diagnoses.

1.2 Preprocessing of Pediatric Medical X-ray Images

In order to be trained, many machine learning algorithms (especially vastly popular neural net-

works) require a large amount of high-quality data. This requirement resulted in the generation
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of publicly available datasets such as ImageNet (for general purpose data [10]) or CheXpert (for
medical data [35].)

To obtain high-quality data, it is desired to have them in a predefined format with correct
labels [68, 7]. Aligning the X-ray images in the desired direction is an additional step in post-
processing commonly omitted due to the high workload issues of radiologists. In cases where a
body part is too long for the X-ray detector, the X-ray image is misaligned on purpose. However,
there are cases where the misalignment was made unintentionally — by mistake. Intentionally or
mistakenly, it resulted in images appearing rotated on the workstation and saved that way [55,
51]. Furthermore, there are no guidelines on correctly orienting X-ray images, concluding that
different hospitals have different X-ray image orientation and alignment policies. This issue
makes merging the different hospital databases tedious work or, in extreme cases, impossible.
Also, several state-of-the-art machine learning models have trained on adequately oriented and

aligned medical images where authors considered it a mandatory preprocessing step [52, 20].

In this dissertation, a novel method based on machine learning algorithms named X-ray
Alignment and Orientation Method (XAOM) is proposed to solve a given problem of X-ray
images alignment and orientation. XAOM consists of two stages. The first stage is focused on
X-ray image alignment based on several experimentally compared algorithms for X-ray plate
(X-ray image content) alignment estimation. The second stage’s goal is to determine the correct
orientation (to a given standard) of the aligned X-ray image provided by the first stage. For the
second stage of XAOM, several Convolutional Neural Networks (CNNs) have been tested and
evaluated. In the end, the proposed method is experimentally compared with another existing
method on the dataset consisting of pediatric X-ray images of 21 different body-part regions.
Besides correctly aligning and orienting, X-ray image preprocessing can include various image
enhancements, from increasing quality and denoising to enhancing targeted features and artifact
removal [56, 21]. Because a part of this dissertation is focused on developing a CADx system
for wrist fracture detection on pediatric medical X-ray images, it was necessary to investigate
if such a preprocessing method can be developed to help the radiologists in the task mentioned
above.

Injured extremities (also wrists) need to be immobilized by a cast to allow their proper heal-
ing. Often, the superimposition of the cast can be treated as an artifact over the injured area,
making it harder to spot if the injury is properly healing. To cope with this problem, in this
dissertation, a generative adversarial network (CycleGAN) model is developed to suppress cast
on pediatric wrist X-ray images making fractures proper healing easier to examine by the radi-
ologists [85].

Several model topologies were tested qualitatively (by statistical methods) and quantitatively
(by the experts’ opinion). The proposed qualitative and quantitative tests were discussed in
detail because the utilized model is the pioneer for cast suppression on X-ray images. Hence,
the argumentation and motivation behind conducted tests (and evaluations) were a necessity.

Also, the developed method can work in the opposite direction — it can add realistically looking
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cast to an X-ray image. The generated data can be used to make models detecting other targeted

features more robust.

1.3 Targeted Feature Detection in Pediatric Medical X-ray

Images

After preprocessing X-ray images and obtaining high-quality data, the focus is set on developing

models for pediatric wrist fracture detection. Namely, such models are the basis of the CADx
system that could be developed one day to help radiologists in their everyday trauma-diagnosing
routine. The detection of wrist fractures from pediatric medical X-ray images was chosen as a
task because wrist fractures are one of the most common injuries/traumas among children [37,
28]. A large number of wrist trauma occurrences means that radiologists spend a lot of their
time solving cases related to wrist fracture detection (including ulna and radius bone traumas
adjacent to the wrist). Therefore, providing help in extracting targeted features such as fracture
region, bone contours, or fracture age would greatly help the radiologists set up diagnosis, and
possibly lead to faster examination times requiring less effort.

In this dissertation, wrist fracture detection is investigated using two different automation
approaches. The first approach is based on local entropy and bone segmentation. This approach
relies on detecting humanly described features based on bone irregularities around fractures. To
be precise, after segmenting the contours of ulna and radius bones, the proposed approach detects
anomalies in the curvature of the bones estimated by polynomial regression. In the second
approach, the deep learning model is trained to overcome the shortcomings of the first approach.
The second approach, based on a state-of-the-art object detection algorithm, is compared with
the experts on a specially designed test. Furthermore, it is also investigated if medical experts
benefit from utilizing the developed fracture detection deep learning model in real-use cases.

Besides fracture detection, a deep learning-based system is designed to estimate fracture age
to provide additional information about fractures. Knowing the approximate age of bone frac-
tures is relevant information for medical and forensic issues, especially in domestic violence
cases. Furthermore, deep learning-based models often lack the interpretability of their predic-
tions. Guided by these insights, the proposed deep learning model based system is the first-ever
attempt at fracture age estimation. The system provides an estimation of fracture age, as well
as uncertainty estimation of its decision, making the outcome more interpretable by the medical
experts (and therefore more helpful in supporting their decisions).

To summarize, the targeted features researched in this dissertation revolve around wrist frac-
ture detection and include bone segmentation with local entropy, fracture detection based on ap-
proximation of bone curvature, detection of fractures based on deep learning models, and frac-
ture age estimation (focused on the models’ interpretability). All outputs of the developed mod-

els can be used as extracted information/features to help radiologists in their decision-making.






Chapter 2

Machine Learning Models for X-ray

Images Preprocessing

2.1 Problem Statement and Data overview

As mentioned in section 1.2, the focus of X-ray image preprocessing in this dissertation is on
developing a method based on machine learning models for X-ray image content alignment
and orientation and another method for artifact (cast) removal. While the X-ray alignment and
orientation method (XAOM) aims to be general in its application to the radiograms of different
body regions, the artifact (cast) removal is focused only on pediatric X-ray images of the wrist
region. Namely, cast removal can be beneficial for fracture detection, which is another research
focus of this dissertation.

The dataset utilized in this dissertation is provided by the Medical University of Graz, De-
partment of Radiology, Division of Pediatric Radiology. The dataset counts over 232, 000 pe-
diatric X-ray images of 21 different body regions [59]. A random sample of each of the 21
different body regions is shown in Figure 2.1. As can be seen in the figure, the images came in
different projections (lateral, anteroposterior, or oblique) sides (left or right) with or without ar-
tifacts (metal or cast). The distribution of the images per body region is shown in Figure 2.2. As
can be seen, the dataset is unevenly distributed, which can be an issue for some machine learning
algorithms [38]. The reason behind the skewness of the data is simply the uneven occurrence
of injuries and diseases related to different body regions. For instance, it is more common for
children to injure their arms or leg than the spine. To cope with the problem of data skewness,
only a part of the data (sampled from the complete dataset) is used for model training. It is
also necessary to mention that from 232, 000 images, some images were erroneously labeled or
corrupted, so the actual distribution of images may deviate by a small amount from the numbers

presented in Figure 2.2.
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Figure 2.1 Sample X-ray images for each of the 21 different body regions [30].
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Figure 2.2 Histogram representing dataset distribution per body region [30].



2.2 X-ray Image Alignment and Orientation

Modern radiography mainly employs flat-panel detectors and needle imaging phosphorus rect-
angular plates of different sizes that offer high digital quantum efficiencies (DQE) and high res-
olution [8, 60]. However, X-ray image alignment is an additional manual step in post-processing
that radiologists often overlook due to workload issues. Yet, many CADx systems require data
to be aligned and oriented according to previously determined policy [55, 77, 52, 20, 71]. To
cope with this issue, in this dissertation, an X-ray image alignment and orientation method is
proposed [30].

The idea for developing XAOM came from the first wrist-fracture detection approach that
will be presented later in this dissertation. The method strongly required X-ray images to be
aligned properly [32]. After seeing the need for X-ray image alignment and orientation, it was
decided to create a general-purpose method that is capable to align any body region depicted
on an X-ray image. XAOM is a two-stage method. In the first stage, the plate (content) of
the X-ray image is aligned so that it is parallel to the vertical and horizontal axes of the image.
Namely, choosing an X-ray plate as the image’s content was necessary to make a robust method.
In the case of selecting tissue or bone as a content that will serve as a base for image alignment,
some body regions will be erroneously oriented (e.g., flipped upside-down) due to the dominant
presence of bone or tissue in them (e.g., abdomen or skull). The dataset utilized for the alignment
stage consisted of 1, 200 randomly sampled X-ray images. Namely, which body part was on
the image was not important because the whole X-ray plate was selected as image content.
Furthermore, the five-fold cross-validation was utilized to cope with a relatively small dataset
problem during the evaluation phase [16]. The expert determined the ground truth of the X-ray
plate’s slope by manually labeling the correct alignment of the X-ray plate slope on every image.

The output of the first stage of XAOM (aligned X-ray image) is used as the input for the
second stage of XAOM. In the second stage, the orientation of the image is determined by
utilizing convolutional neural networks (CNN) [1]. As mentioned before, different hospitals
can heave different orientation policies/rules; however, once the images are oriented according
to defined rules, they can be easily adapted to any other rules or orientation policies. Therefore,
for each of the 21 different body regions, the four orientations N-north, S-south, W -west, and
E-east were defined. Although it might seem that the second stage of XAOM is unnecessary, the
first stage can still produce erroneously oriented images (but correctly aligned). For instance,
the X-ray image can be perfectly aligned but flipped upside-down. Because the second stage of
XAOM relies on neural networks, another dataset was sampled that consists of 21, 021 X-ray
images in the training set (1, 001 image per body region) and 4, 221 X-ray images in the test set
(201 image per body region). Furthermore, the trivial augmentation was done by rotating every
X-ray image after the first stage of the proposed method for 90° clockwise, resulting in a total
of 84,084 training images. This augmentation was done to equally represent each of the four

orientations during the training. The validation subset was created from the training subset by
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randomly sampling 16,817 images (~ 1/5 of the total images in the training set). It was done
so to remove any possibility that augmented and original data end up in different subsets. The
correct orientation of every image was done by manually examining the X-ray images.

The following subsections will give a more detailed overview of XAOM’s stages.

2.2.1 XAOM stage one: X-ray Image Alignment Algorithm

The image alignment (stage one of XAOM) can be divided into three parts:

1. X-ray plate (content of the X-ray image) estimation and enhancement,

2. Estimation of rotation angle o from the enhanced content of the X-ray image. The roation
angle « is an angle for which the content of the X-ray image must be rotated in order to
align it with the vertical and horizontal axes of the image,

3. Reduction of the X-ray image to its content (X-ray plate).

In the first part of image alignment, the whole X-ray image is padded with 100 black pixels
to each border. Namely, this step is necessary to enhance the difference between the border of
the X-ray plate (content) and the image border. In some cases, the small plates indicating the
side of the image (letters 2 and L) can be placed nearby the border of the image. Those small
plates can cause issues in X-ray plate estimation. Therefore, to enhance the plate, binarization
of the image followed by an operation of morphological closing is performed. First, all pixels
with non-zero intensity values are set to 255 and considered as a part of the X-ray image content.
Because the utilized binarization process can cause artifacts — regions with pixels intensity value
zero, while it is supposed to be 255 (white pixel), morphological closing was utilized to reduce
those regions. It was experimentally determined that morphological closing is best performed
with 25 iterations of 7 x 7 ellipse kernel [54]. The leftover regions after morphological closing
were filled up by connecting ’disconnected” white pixels in every row and column of the X-ray
image. The disconnected white pixels are considered two white pixels in the same row or column
with at least one black pixel between them. Last step is to estimate a rectangular X-ray plate
from the generated white area of pixels. To do so, a minimum bounding rectangle algorithm
based on the rotating calipers algorithm was employed [15]. The final result of this — first part
of image alignment is an estimated X-ray plate.

In the second part of the image alignment, the slope — rotation angle o of the estimated X-ray
plate is determined. The rotation angle o of the X-ray plate is calculated from the vector that
represents the general direction of the estimated rectangle (which represents the X-ray plate). In

order to calculate the vector, three different approaches were tested and evaluated:

* Hough transform based approach is based on the Hough transform feature extractor,

which can be used for line detection [13]. It relies on transforming the points belonging
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to the edge of the estimated X-ray plate to another space called Hough space. In Hough
space, it is much easier to find lines consisting of the most considerable number of points
in the given dataset (in our case, pixels belonging to the edge of the estimated X-ray
plate). Also, the approach utilizes various modalities to make it more robust. One of
the most common modalities is merging two adjacent smaller lines into one and setting
a requirement on the minimum number of pixels needed to form a line. All parameters
required by chosen modality were experimentally determined using a grid search method
over the parameter space. Once the longest line is estimated, its slope can be used as the

slope of the whole X-ray plate (roation angle o).

Fast line detector based approach is based on Fast line detector algorithm implemented
in OpenCV programming library [49]. The Fast line detector algorithm first detects edges
by performing a Canny filter and then extracts line segments as follows: it connects adja-
cent edge pixels by making straight lines between them. The pixels are all connected until
a new added line segment is not co-linear with the previously generated line segment and
until the high curvature of the line is preserved. The segments are further joined into the
lines based on the line descriptor vectors generated by the mean—standard deviation line
descriptor (MSLD) method [79]. The algorithm is far simpler than the Hough transform-
based approach in terms of hyperparameters. The Fast line detector requires only two
parameters: distance d between two pixels to consider them adjacent and the minimum
number of pixels n required for a line segment generated by MSLD to be considered as a

line (and not only a segment).

PCA based approach is an approach that is based on the first principal component es-
timated by the Principal Component Analysis (PCA) method [72]. PCA is a statistical
method that extracts linearly uncorrelated variables from a set of linearly correlated vari-
ables so that the first linearly uncorrelated variable (the first principal component) pre-
serves the most variability in the provided linearly correlated variables. Each subsequent
component contains less and less variability. In the case of X-ray plate direction esti-
mation, the first principal component will preserve the most variability in the given white
rectangle, which represents the X-ray plate. This concludes that the first principal compo-
nent of the given rectangular estimation of the X-ray plate will be the vector representing
the X-ray plate’s direction. Compared with other approaches, the PCA approach, in this

particular case, has no hyperparameters to set.

The experimental analysis has shown that PCA was the best performing line estimation approach

and, as such, is used in XAOM for image alignment. Once the PCA approach determines the

angle of the X-ray plate, the image is rotated for the calculated angle. In the final-third part of

the algorithm, all black pixels around the X-ray plate (the image’s content) are deleted, so the

final image contains only useful content. This step also saves the memory necessary for image

storage. The example of utilizing all three steps is depicted in Figure 2.3.
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Figure 2.3 An example of the first stage of XAOM: (a) Depicts a randomly selected X-ray

image of a right clavicle, (b) Shows the same image padded by 100 black pixels enhancing the
image content, (c) Depicts a binarized version of the image after morphological closing
operation, (d) Previews the image after connecting the neighboring pixels, (¢) Shows estimated
X-ray plate by the rotating-calipers algorithm with a red arrow representing the vector of X-ray
plate orientation estimated by the PCA, (f) Shows the image rotated by the calculated angle,
and finally in (g) is the output of the first stage: an aligned X-ray image with only the useful

content preserved. [30].

2.2.2 XAOM stage two: X-ray Image Orientation Algorithm

The second stage of XAOM is focused on predicting the orientation of the X-ray image that
was previously aligned in stage one. Namely, the X-ray image is sometimes flipped upside-
down or mirrored around the image’s vertical axis after stage one. Furthermore, as mentioned
in section 1.2, different hospitals can have different orientation policies, which means that, e.g.,
a wrist with orientation set to the north in one hospital can have a wrist pointing to the top of
the image. In contrast, another hospital can consider the north orientation of the wrist when the
wrist points to the bottom of the image. Nevertheless, once the north label is determined for
an image, it can be easily adjusted to another hospital’s orientation rule by rotating the image

clockwise for 90° until the defined orientation rules are satisfied.

To find the correct orientation, the content of the X-ray image must be examined. Namely,
edges and contours do not provide enough information to make one model that will determine
the defined orientation of different body parts. Nonetheless, it is probably possible to create a
separate model for each body part that determines defined orientation based on the edges and
contours. However, this approach is not feasible due to the requirement of training too many
models. Therefore, one of the most prominent options to build one model that will successfully
determine the orientation of an X-ray image is by utilizing a CNN [1]. To find the best CNN
topology for this problem, several popular topologies were tested. Every tested CNN was di-

vided into two parts: the base of the model, which is extracting useful features from the input
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X-ray image, and the head of the model, a fully connected neural network that combines the
extracted features and produces the final output of the neural network. The output is one of the
four labels representing the orientation of the image. Tested CNNs are as follows:

* LeNetS is a pioneer CNN. It was first introduced in 1998 in a challenge of classifying
hand-written digits [47]. It can be considered the simplest neural network in terms of
complexity, layers, and trainable parameters. Since this task is not overly complicated,

this neural network was a good starting point in the research of available topologies.

* AlexNet is considered as one of the most influential convolutional neural networks [44].
It raised the popularity of CNNs by winning first place in ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) 2012 competition. In terms of parameters, with eight
layers in total (five convolutional and three fully connected), it is more complex than the
LeNet5 neural network and, therefore, it is capable of detecting more complex patterns,

which can lead to higher model accuracy.

* VGGNet was a group of CNNs developed by the Visual Geometry Group Lab of Oxford
to compete in the ILSVRC 2014 competition [69, 66]. Although it was a runner-up after
the ResNet, it became vastly popular due to its simplicity and utilization of convolutional
layers only. VGG topology consists of 16 and 19 weight layers, and nowadays, it is often

used as feature extractors in bigger neural network systems.

* ResNet CNN continued where VGGNet stopped by accumulating even more convolu-
tional layers and therefore went ’deeper” in terms of feature extraction [27]. The ResNet
employed skip connections to overcome the issue of vanishing gradients (which is the
result of stacking too many layers). This novelty enabled ResNet to have 34, 50, 101, or
even 152 weighted layers in the topology, significantly improving its accuracy in given

tasks.

The grid search method selected the best hyperparameters for each tested model on the val-
idation dataset. In table 2.1 the best hyperparameter combination of each model is presented.
In the given table, softmax and ReLU are activation functions in the head of the model, and the
number before the activation function marks the number of neurons in a fully connected layer.
Among all tested optimizers, the best performing optimizer for all models was Adam [43]. In
Table 2.1 best performing hyperparameters for the optimizer of each neural network are pre-
sented. The evaluation has yielded the VGG16 neural network topology as the best one [30].
Last but not least, the proposed method was compared with the existing method for X-ray image
orientation proposed by Nose et al. [61]. Although the proposed method based on the calculation
of the center of gravity from the image was initially designed only for chest images in antero-
posterior projection, it was proven in this dissertation that their method could also be adapted
for other body parts. The comparison has proven the significantly better result of XAOM over
the existing method on every body region [30].
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Table 2.1 Selected parameters for each neural network model used in stage two of XAOM. [30]

Base of the model Head of the model Batch size Hyperparameters
LeNets 4(softmax) - Adam opt.imizer with learning rate o = 5 - 1074, ‘
and coefficients 3; = 0.99, 8 = 0.999,e = 1-1076
AlexNet A(softmax) 0 Adam opti@izer with learning rate o = 5 - 107,
and coefficients 3, = 0.9, By = 0.999,¢ = 1-107¢
VGGL6 4(softmax) - Adam opti.mizer/ with learning rate v = 5 - 10’5,,.
and coefficients 3, = 0.9, By = 0.999,¢ = 1-1076
VGG19 4(softmax) 0 Adam opti‘mizer with learning rate « = 5 - 1075,
and coefficients 3, = 0.9, B> = 0.999,¢ = 1- 1076
Adam optimizer with learning rate . = 5 - 1079,
ResNet50 2048(ReLU) — 2048(ReLU) — 4(softmax) 32 .
and coefficients 8, = 0.9, 3, = 0.9,e =1-1076
Adam optimizer with learning rate a = 5 - 10-°,
ResNet50 4096(ReLU) — 4096(ReLU) — 4(softmax) 16 A optmizer With fearing rate & ,
and coefficients 5; = 0.9, 3, = 0.9,e = 11076
Ad timi ith 1 i tea=5-1076
ResNet50 4096(ReLU) —» 4096(ReLU) — 4(softmax) 32 A OpHizer With feating rate a = o= 20 -

and coefficients 3, = 0.9, 3, = 0.9,e =1-1076

2.3 Cast Suppression in Pediatric Wrist X-ray Images

Another way to increase the quality of X-ray image content is to enhance some targeted features
of the image. Usually, this means to de-noise an X-ray image or enhance its brightness, contrast,
or edges [34]. In the case of pediatric wrist fracture detection, the typical treatment is to apply a
cast over the injured area, which results in the superimposition of the cast over the tissue, bones,
and fractures. Ultimately, this makes fractures harder to observe (or see changes in the tissue).
In this dissertation, a deep learning model for cast suppression on pediatric wrist X-ray images
is proposed and tested.

Cast cannot be treated as noise; it is more like an artifact/style added to the image. Further-
more, the “perfect” pair of two wrist images: one with the cast and one without the cast applied,
does not exist, making developing a cast removal model a challenging task. The model must
understand what the cast is in the image to achieve cast suppression while preserving bone, tis-
sue, and fractures. With a dataset of 9, 672 pediatric wrist X-ray images (4, 836 with the cast and
the same amount of images without the cast), the decision was made to utilize the generative
adversarial network (GAN) based approach called CycleGAN [22, 85]. The dataset was split
into training (7, 600 images), validation (636 images), and test (1, 436 images) sets.

The CycleGAN architecture enables transfer of images from one domain (X 4,4 ) to an-
other (targeted) domain (Y,m4in) and vice-versa. In cast removal, X-ray images containing the
cast were addressed as X j,mqin images, while the X-ray images without the cast were annotated
as Yiomain 1mages (depicted in Figure 2.4a). To achieve cast removal, the CycleGAN archi-
tecture demands the training of four deep neural networks in a fashion of a zero-sum game [9].
During the training, as the input of the CycleGAN system, a pair of images (one from the X o,,4in
and one from the Y;,,,4in) are randomly selected. The four deep neural networks (two generators

and two discriminators) building CycleGAN are as follows:
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Figure 2.4 CycleGAN for cast suppresion [33].

» Generator GG(X) is a convolutional neural network that is removing the cast from the

Yiomain iMmages (images with the cast),

* Generator F'(Y') is a convolutional neural network that applies the cast to the image from

the Yiomain (castless) images,

* Discriminator D, is a convolutional neural network with the goal set on distinguish-
ing between real images from X ;.4 images (real images with the cast) and generated

images by the Generator F'(Y) (generated images with the cast),

* Discriminator D, is a convolutional neural network with the goal set on distinguishing
between real images from Yyomqin (real castless images) and generated images by the
Generator G/(X) (generated images without the cast).

To better understand the CycleGAN architecture, in Figure 2.4b the system with described
four neural networks is depicted. The complete system is trained by utilizing a complex loss
function that motivates generators to produce realistic images and discriminators to distinguish
real from fake images better. To learn what the cast is, it is necessary to define cycle consistency

loss (£) which is given by equation 2.1:
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Ecyc - Ydomain ~ G(F(Y;iomam) - (Xdomain ~ F(G<Xd0mam) (21)

The cycle consistency loss states that an image from one domain transferred with the genera-
tor to another domain and then transferred back to the original domain by another generator must
be retrieved without any loss of information. For instance, the image with the cast (X omain) 1S
given to the generator G(X') which is removing the cast and making a fake Y,,,4:, image. Then
the fake Yjomain image is transferred back to the (X gomain) With the generator F'(Y'); the image
which is the result of this ”cycle” must be the same as the original (X y,,.q:,) image that was
given as the input. This loss motivates the CycleGAN system to obtain two crucial qualities:
learning what the cast is and the ability to preserve important details in the image (in this case,
tissue and fractures).

Another problem tackled during this research was the evaluation of the results. Since this
is the first-ever attempt at cast removal, developing a rigorous evaluation system of models’
performance was necessary. Five topologies based on ResNet and U-Net architectures were
tested for generators [27, 65], while discriminator neural networks due to the efficiency were
PatchGANSs [50]. The evaluation involved quantitative and qualitative evaluation.

Quantitative evaluation utilized correlation [57], histogram intersection [36], chi-squared
distance [17], and Hellinger distance [46] measures given by equations 2.2, 2.3 2.4, and 2.5
respectively. In the equation, H; and H> respectively represent histograms of generated X-ray
images without the cast, and the average histogram calculated from the histograms of the original

images without the cast in the test subset of images.

S r(Hi(I) — Hy)(Hy(I) — H,)

dp(Hl, Hy) = = —, (2.2)
\/ZI(HI(I> - Hl>2 ZI(H2(I) - H2)2
s () = 3 ) = D)) (2.4)

Hy(I)

J1— \/m ] STVHL(I) - Hy(T (2.5)

The qualitative evaluation involved three radiologists. The radiologists needed to rank five

I

du(Hy, Hs) =

tested generator topologies based on the quality of generated castless images. Each radiologist
got 20 randomly selected images that had cast removed by each of the tested topologies. Based
on their rankings, the best topology was determined.

Both: qualitative and quantitative evaluation yielded U-net with an input image size of
512 x 512 pixels as the best performing generator topology. Although the aim of the Cycle-

GAN was cast suppression, it is important to note that it is also possible to apply cast to the
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castless images, which can help increase the number of data for some other tasks, or simply it
can be used for educational purposes. As a final product, an application for cast removal based
on the interpolation between the original image with the cast and generated castless image was

developed (Figure 2.4c).
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Chapter 3

Machine Learning Models for Targeted

Features Extraction

3.1 Machine Learning Models for Pediatric Wrist Fracture

Detection

Wrist fractures, as mentioned in section 1.3, are one of the most common fractures among chil-
dren. This resulted in a relatively large number of medical cases, which made collecting data
easy. As presented in Figure 2.2, the amount of cases related to wrist fractures is also signifi-
cant (22, 221 cases) in the dataset utilized in this dissertation. The more challenging part is the
annotation of fractures in the X-ray images. The process of fractures annotation in the utilized

dataset took three years in a double-blind labeling fashion.

Nevertheless, easy access to a significant number of X-ray images resulted in the rise of re-
search focused on fracture detection and segmentation [63, 4, 19, 71, 81, 41, 51, 62]. Although
none of the mentioned research deals with pediatric wrist fractures, they provide valuable in-
sights into fracture detection models. Therefore, the models for adult fracture detection can be
examined as starting points for developing a model for pediatric wrist fracture detection. Pedi-
atric wrist fractures could be more demanding than adults due to the varieties in bone growth,
the presence of growth plates and the range of possible injury patterns in children. Most of the
mentioned research is based on deep learning models with limited explainability of its deci-
sions/outputs. Therefore, the first approach presented in this dissertation aims to detect fracture
regions with a fully explainable approach based on entropy and bone contours. The second ap-
proach utilizes the YOLOvV4 deep learning model to estimate fracture regions by placing bound-
ing boxes around the fractures [5]. Last but not least, the developed model is compared with the

radiologists to get the most realistic estimation of the developed model’s performance.
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Figure 3.1 Diagram of the developed algorithm based on local entropy [32].

3.1.1 Local-Entropy Based Model

The first developed approach for fracture detection was a fully explainable approach based on
bone segmentation and detection of irregularities in segmented bone shape. Namely, the easiest
way to explain the common fracture to a non-expert is through bone irregularities. The devel-
oped algorithm is fairly complex and is built from several modules shown in Figure 3.1. The
raw image is a pediatric X-ray image of the wrist that was previously aligned by a method sim-
ilar to XAOM. More precisely, the developed alignment method was a foundation for XAOM.
XAOM can be observed as a general case of the developed alignment method explicitly tailored
for wrist alignment. X-ray image alignment was crucial for the bone segmentation part of the

developed algorithm. One example of aligned X-ray image is depicted in Figure 3.2a.

To detect fractures, it was required to segment bone contours, as well as the bone region
— the bone itself. To enhance the bone contours, a local-entropy-based approach was adjusted
and tested against other popular edge detection algorithms such as Canny filter, Sobel operator,
and Laplacian edge detector [3, 73]. The local-entropy approach calculates Shannon entropy
on image patches. Each image patch is generated by a 2D sliding window where the window
includes an area of 9 x 9 pixels [2]. To elaborate, sliding windows can be observed as a 2D
convolution over the signal where the Shannon entropy calculation substitutes the multiplication
with the convolution kernel. Shannon entropy is given in equation 3.1 where P(x;) represents
a distribution of pixels’ intensities inside the window, and b is a base of logarithm set to b =
2. Namely, in the windows where only tissue is present or the whole bone, entropy will be
0 or close to 0 since there is low variation between the pixels’ intensities values. In case the
observed window contains part of the bone edge, the pixel intensities values will differ more
and consequently raise the entropy of a window. The entropy calculated for a window is a value

of a pixel with the position in the center of the window in the new image called entropy image.
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Furthermore, the local entropy was multiplied by the standard deviation o (X') of the pixels inside
the observed window to emphasize the differences in entropies. Therefore the final equation for
entropy calculation is given in equation 3.2. After calculating the entropy of every window in

the X-ray image, the resulting image with enhanced bone contours is given in Figure 3.2b.

H(X) = iP( zn:P NogyP(x;) (3.1)
V(X) =3 Pla)I(z) - o(X) = — 3 Ple)log P(x,) - o(X) (3.2)

i=1 i=1

The next step is to preserve only pixels that are part of the bones and suppress the tissue even
more. The tissue suppression is done by "Row by row evaluation”: the entropy image is scanned
top-to-bottom, and the following two steps are performed for each row. Firstly, the distribution
of the intensities of the pixels in the row is plotted, and local maxima are detected. Secondly,
detected local maxima are filtered by merging neighboring local maxima to a single local maxi-
mum. In addition, local maxima with pixel intensity zero are eliminated. The described process
resulted in the final segmentation of bone pixels, which can be seen in Figure 3.2c. After com-
paring the local-entropy-based approach with other edge detection algorithms, it achieved the
lowest segmentation entropy, which was taken as a measure of image “’pureness” [24].

After the described suppression process, the image contains only pixels related to bones and
potentially some artifacts. Therefore, the bone regions can be extracted from the image. The
bone region must be cropped on top and both the left and right sides (the bottom side is where
the bones “’begins,” so it does not need cropping). A similar technique performed in "Row by
row evaluation” was developed to detect cropping lines. The top cropping line was found as
a line with a maximum number of white pixels. Namely, the end of the radius and ulna bones
commonly contains many white pixels. Left and right vertical cropping lines are determined
as the average of all left and most right maximum values in every row. Namely, the most left
and the most right maximum values in each row represent the bones’ outer left and outer right
contours. Once the coordinates are found, they are expanded by 20%, so the cropped image
contains some additional area around the bone (depicted in Figure 3.2d).

Once the cropped image is obtained, bone extraction is performed on the lines representing
bone (Figure 3.2¢). This was done by generating a graph from pixel values. For each white pixel
in the bottom line of the image, the algorithm tries to build a line towards the top of the image
by connecting it to the neighboring white pixels. The beginning pixel (white pixel in the bottom
line) is connected to the neighboring pixel with the lowest Euclidean distance. The algorithm
takes the last connected pixel as a new beginning pixel and proceeds to seek its neighbor pixel.
This way, multiple lines representing bone contours are created. Because of blurry bone edges,
two lines might belong to the same bone contour. In that case, those lines are approximated by
the average line between them. Once the bone lines are estimated, as shown in Figure 3.2f, an

algorithm can be designed to detect fractures in them.
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Fractures in the bone lines can be seen as irregularities in their flows. It was empirically
proven that the third-degree polynomial can be fitted to points of each bone line. The differ-
ence between the estimated polynomial and the estimated bone line is negligible if the bone is
not fractured. On the other hand, in the case of a fractured bone, at the spot of fracture, the
significant deviation of the estimated bone line from the "healthy” bone estimated by the third-
degree polynomial is present. Example of deviation for one bone line can be seen in Figure 3.2g.
Mean squared error (MSE) was utilized to measure the deviation (Figure 3.2h). The fracture was
marked if the MSE was greater than 3 pixels. The threshold of 3 pixels was empirically found
as the best-performing threshold on the training dataset. Although the utilized method achieved
satisfactory results on the test set of 860 images, the proposed method can only detect fractures
where the bone contours are not regular. This means that any fracture which does not impair
bone contours will be undetected. For this reason, a more robust method based on a deep CNN
was created. To cope with interpretability issues of the model’s decision, a goal was set that the
CNN must produce bounding boxes around fractured bone regions. Namely, a deep CNN can

learn many different filters on its own to detect different bone fractures.

a) b) c) d)

Figure 3.2 Workflow of the proposed algorithm based on local entropy. a) Input X-ray image,
b) Image generated by local-entropy, ¢) Result image of ’row by row” evaluation of pixels
intensities d) Cropped bones region e) Peak values for bone extraction f) Lines representing
bones g) Deviation between estimated bone line and healthy bone line approximated by a

third-degree polynomial g) MSE error denoting the fracture [32].
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3.1.2 Deep Learning Based Model

To make a more robust method that will include not only bone contours but also different pat-
terns to detect fractures on pediatric wrist X-ray images, a deep learning approach based on
CNN is one of the possible solutions that has been proven to achieve sufficiently good results
in similar tasks. After carefully evaluating existing solutions for adult fracture detection, the
hypothesis ”Object detection approach is more informative than the segmentation or classifica-
tion approaches” was set. To test this hypothesis, the current state-of-the-art method called You
Only Look Once version 4 (YOLOvV4 [5]) was trained and compared against the current state-
of-the-art method for the adult wrist fracture segmentation proposed by Lindsey et al. [51].

Itis a known fact that deep learning models require a considerable amount of labeled data [10].
Therefore, the first step was to collect images and correctly label them. The utilized dataset con-
sisted of 19, 700 8-bit labeled pediatric wrist X-ray images collected from 10, 150 unique studies
of'5, 997 unique pediatric patients, acquired between 2008 and 2018 by the Division of Pediatric
Radiology, Department of Radiology, Medical University of Graz, Austria [59]. The collection
was randomly split into three subsets: a training dataset with 15, 600 images, a validation set
with 1,950 images, and a test set with another 1, 950 images. The remaining 200 images were
left as a separate test set for model evaluation against the radiologists.

The utilized YOLOv4 model consists of four different parts:

* Input data part, as the name points out, handles preprocessing and augmentation of the
input data. All images were first preprocessed with XAOM [30] and then augmented with
bag of freebies and bag of specials, proposed in the original YOLOvV4 paper [5].

* Backbone network part serves the role of a feature extractor, similar to the VGG neu-
ral network in XAOM’s orientation part. The main difference is that the backbone of
YOLOv4 was chosen as the best-performing backbone network presented in the original
paper called CSPDarknet53 [78].

* YOLOV4 neck part merges and combines features from different convolutional layers.
For this part, PANet [53] was chosen as a neural network topology according to its best
performance in the original YOLOV4 paper [5].

* YOLOV4 head part provides the final output of the YOLOv4 model — bounding boxes
around detected objects. The YOLOvV4 head is the same as the head used for the YOLOv3
version due to its good performance [64].

Since the YOLOvV4 outputs are bounding boxes around detected objects, setting the initial
size of bounding boxes to be close to the real size of objects in images can enhance predic-
tion accuracy. These bounding boxes are called anchors and are estimated by running k-means

clustering over the training dataset with a number of clusters set to nine [25]. The number of
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Table 3.1 Input sizes and anchor shapes for four tested YOLOv4 models [31].

Model name Input image size Anchors

(12,16), (19, 36), (40, 28), (36,75), (76, 55),
(72,146), (142,110), (192, 243), (459, 401)
(23,22), (44,27), (35,40), (73,31), (55,41),

(61,62), (84,47), (101,67), (92, 115)

(12,16), (19, 36), (40, 28), (36, 75), (76, 55),
(72,146), (142,110), (192, 243), (459, 401)
)
(

YOLO 512 512 x 512

YOLO 512 Anchors 512 x 512

YOLO 608 608 x 608

(40, 41), (70, 51), (109, 58), (82,82), (157,70),
(122,94), (114, 155), (176, 111), (206, 176)

YOLO 608 Anchors 608 x 608

clusters is selected on the principle that for each position (cell) inside the image, YOLOv4 esti-
mates up to nine different objects during the prediction phase. Table 3.1 presents the parameters
for four different YOLOV4 variants. Since the input image size and anchor sizes influence the
output accuracy of the YOLOv4 method the most, the main focus was put on their estimation.
Besides the mentioned hyperparameters, other hyperparameters were the same for all tested
models and were chosen based on the literature overview and search over the hyperparameter
space. The utilized hyperparameters are as follows: the optimizer was stochastic gradient de-
scent with learning rate o = 0.0013 multiplied by factor 0.1 after 80 epochs, momentum was
set to 0.949 with decay of 0.0005 (burn-in for 1,000 steps), batch size was set to 64 with 32
subdivisions and dropout regularization (dropout rate was set to 0.1) [6, 76]. All tested models

converged between ~ 100 — 150 epochs.

3.1.3 Models Evaluation

The evaluation was performed in three stages to evaluate trained models properly. The first
stage compares developed YOLOv4 models with state of the art model proposed by Lindsey et
al. [51]. Namely, their developed model based on U-net neural network topology by all defined
standards was the most robust developed model for adult fracture detection. The standards in-
cluded performance evaluation, comparison with radiologists, variety of the dataset, and amount
of data in the utilized dataset. These standards were defined and elaborated in the paper, which
is part of this dissertation as a fundament for developing a good CADx system for fracture de-
tection [31]. The YOLOv4 models were compared with the U-net state-of-the-art method on
three different levels:

 First models’ evaluation was a simple binary evaluation in which models had to correctly
predict if a given X-ray image contains a wrist fracture or not. In this evaluation, models

do not need to predict the location of the fracture.
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» Image-based evaluation compared models based on the number of fractures they have
detected. This evaluation was crucial for models’ training because it gave a rough esti-
mation of models’ performance. Since the U-net model segments fractures, an algorithm
for fracture number estimation was developed. In the case of the YOLOv4 models, the

number of fractures detected was the same as the number of bounding boxes in the image.

* Lastly, the third fracture-based evaluation was the most rigorous one. In this evaluation,
every fracture and the model’s prediction for that fracture was manually examined, giving
the most realistic measure of the model’s performance. The correct fracture prediction
was determined based on overlapping regions between the model’s prediction and the
ground truth bounding box of the fracture. To count the prediction of fracture location
as a correct one, the overlapping between the predicted fracture bounding box and the

fracture’s ground truth bounding box had to be over 50%.

Models’ evaluation was performed on 1,950 images. All YOLOv4 models outperformed
the U-net model with statical significance [31]. Between the YOLOv4 models, the difference
was not statistically significant. However, YOLO 512 Anchors model achieved the overall best
result. Hence, the YOLO 512 Anchors model was used for comparison with radiologists. The
statistical significance was determined by McNemar’s test with confidence level set to p <
0.05 [42]. In the next level of evaluation, the YOLO 512 Anchors model was compared against
five radiologists.

To compare the model against radiologists, the dataset of 200 images were split into two
subsets of 100 images each on which the model performed similarly. This way of splitting
the dataset was needed to test the hypothesis that radiologists perform better when aided by a
machine learning model than when operating unaided — the third level of evaluation. On 100
images, YOLO 512 Anchors model statistically outperformed all five radiologists (four of them
with confidence level p < 0.05, and one with p < 0.01). Once more, to determine statistical
significance, McNemar’s test was conducted.

On the remaining 100 images (from the 200 images test set), radiologists could see the de-
cisions made by YOLO 512 Anchors model. Since the model had the same performance on
both subsets, they were equally demanding in terms of fracture complexity. This observation is
important for statistical evaluation. Namely, utilized two-tailed independent samples t-test [86]
(df; = 129, dfy = 124) proved that two radiologist performed significantly better with the aid of
the developed model (p < 0.05), one radiologist performed better when aided by the model at a
significance level p < 0.10, while two radiologists performed better with the aid of the model,
however statistically insignificant. To conclude, the developed model outperformed both the
current state-of-the-art method and radiologists and increased radiologists’ performance in pe-
diatric wrist fracture detection.

Furthermore, after inspecting the related work, guidelines and observations of good practice

were put together for other researchers to follow. The guidelines mainly focus on how to conduct
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a proper evaluation, collect and build a proper dataset, and benchmark the developed models
against the experts. To help the scientific community, as a part of this dissertation, an expanded
version of the dataset utilized in this experiment was made publicly available [59]. Namely, the
dataset utilized in the presented research was enhanced with different tags in order to provide
additional data for different evaluations or studies.

3.2 Pediatric Wrist Fracture Age Estimation
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Figure 3.3 Diagram of the developed system for fracture age estimation [29].

In addition to fracture detection, helpful information is the time when the fracture occurred.
Therefore another CADx system based on a deep neural network has been developed. To esti-
mate the age of the fracture, it was necessary to use all available information about the patient
and its fractures: lateral and anteroposterior images of their wrist, patient age, and gender. The
dataset provided by the Division of Pediatric Radiology, Department of Radiology, Medical
University of Graz, Austria, contained 3,570 studies with all four information necessary for
building this CADx system. The issue of the dataset was an uneven distribution of fractures’
age: the dataset contained more new fractures (0 days old) than all other ”older” fractures com-
bined. To solve the skewed distribution problem, the cases were split into three distinctive
groups: “fresh” fractures (0 weeks old), half-a-month old fractures (1 — 3 weeks old), and ”old”
fractures (fractures older than 3 weeks). With the introduction of data grouping and modifying

loss function, the training of neural networks was enabled [38].
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The inspiration behind the proposed system lay in the solutions of "The RSNA Pediatric
Bone Age Machine Learning Challenge” [23]. Namely, the proposed system is the first sys-
tem dealing with fracture age estimation, which means that the only related work can be found
in bone age estimation. Following good practice in systems estimating bone age from X-ray
images, the proposed system, depicted in Figure 3.3, consisted of two parts [48, 80].

The first part of the proposed system utilizes two neural networks based on the Efficient-
NetB1 neural network topology [70]. One neural network estimates fracture age from lateral
projection images, while the other one estimates fracture age from anteroposterior projection
images. Both outputs are stacked into a vector and merged with the patient’s age and gender to
form a new input vector for the second part of the proposed system.

The second part of the proposed system takes the generated vector from the first part and
estimates the final age of the fracture by outputting the probability distribution for the possible
output classes. The second part of the system is a fully connected neural network with dropout
layers. The dropout layers play a key role in the uncertainty estimation of the system outputs.
Namely, when the system outputs the probability that the input vector belongs to one class,
it 1s crucial to know how confident the model is in its decision. To obtain this information,
Yarin and Zoubin have proven in their paper that a neural network with dropout regularization
is mathematically equivalent to a Bayesian approximation of the Gaussian process [18, 14]. In
other words, utilizing the Monte Carlo method with dropout active during inference makes it
possible to obtain different fracture age predictions for various sampled fully connected neural
networks [26]. The neural networks are sampled from the initially trained neural network. Based
on the predictions, generating a Gaussian distribution that represents uncertainty for each class
is possible. Lastly, the distributions can have overlapping regions. Based on the overlapping,
a simple rule-based system can be created to include uncertainty in the final model prediction.
The rules of the rule-based system determine the prediction as a regular only if it has high-class
probability and model confidence in it is high. High model confidence means that the highest
class probability is not overlapped with the second highest class probability by more than 50%.

To conclude, the uncertainty estimation provided additional explainability of the developed
system decisions leading to a more reliable system to use. This was important because even for
the experts, estimating fracture age is a demanding task where the CADx system can be of great
help. As mentioned before, the potential application of fracture age estimation can be found in

forensic medicine, especially in domestic violence prevention.
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Chapter 4

Conclusion

4.1 Main Scientific Contributions of Dissertation

In this dissertation, multiple novel applications of machine learning models for pediatric wrist X-
ray image preprocessing and targeted feature extraction are discussed and presented. Enclosed
journal papers show in-depth methodology and results of developed models. The primary con-
nection between all the papers 1s the motivation to build a CADx system that will support experts
in their decision-making concerning pediatric wrist fractures. It was shown that developed ma-
chine learning models successfully solved targeted tasks and currently represent state-of-the-art
solutions for those tasks.

The main scientific contributions can be summarized in the following points:

* Anovel two-stage method was developed based on PCA and VGG16 convolutional neural
network for medical X-ray image alignment and orientation of 21 different body regions.
The developed X-ray alignment and orientation method (XAOM) is a single model that
can easily adapt to any hospital X-ray orientation policies. Furthermore, XAOM was tai-
lored to be easily expandable to other body regions (besides the initial 21 regions), making
it an out-of-the-box solution. The obtained experimental results were compared with an-
other developed method based on the X-ray images’ center of gravity. The comparison

showed that XAOM obtains significantly better results on every tested body region.

* A novel approach based on deep neural networks was proposed for cast suppression from
pediatric wrist X-ray images. This approach was the first attempt to suppress cast on
pediatric wrist X-ray images and generally the first attempt to remove cast from X-ray
images. The approach was based on the CycleGAN method, which utilized U-Net neu-
ral network topologies as backbone. Since there was no comparable work, a rigorous
evaluation process was proposed. The evaluation employed quantitative and qualitative
analysis of model performance. Both confirmed that cast suppression by the proposed
model was of high fidelity. Lastly, the application based on the trained CycleGAN model

was developed and demonstrated on a real-world use case.
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* A novel approach based on machine learning algorithms for pediatric wrist fracture de-
tection from X-ray images was proposed. The approach is based on local-entropy bone
segmentation that was proven superior to the other tested methods for bone segmentation.
Furthermore, the approach successfully extracts bone regions and estimates the bone con-
tours with a developed graph-theory-based method. Last but not least, a novel approach
based on polynomial regression for fracture detection and localization was developed.
The proposed approach is fully explainable and provides complete introspection into why
the model considers a bone to be fractured. This characteristic is often a flaw of the neural

network-based models making it a strong benefit of the developed approach.

* A computer-aided diagnostic system was developed based on the YOLOv4 object detec-
tion approach for pediatric wrist fracture detection on medical X-ray images. The devel-
oped CADx system was compared with the current state-of-the-art algorithm and medical
experts. In both cases, it comes on top: it outperformed the current state-of-the-art model
and has proven that it can perform significantly better than the radiologists. Along the
same lines, it was proven that radiologists could perform similarly or better when the
developed CADx system aids them. The evaluation was performed on the representable
dataset that consisted of 19, 700 annotated X-ray images. The evaluation process revealed
a problem in models’ comparison, which ultimately resulted in writing a set of guidelines
for developing a reliable CADx system for pediatric wrist fracture detection and its eval-

uation.

* Lastly, a novel system for fracture age estimation from pediatric wrist X-ray images was
developed to provide more information about the fracture. This was the first-ever at-
tempt at estimating the pediatric wrist fracture age, which means that conducted research
serves as a standard for other researchers to follow. The complete system becomes more
explainable and trustworthy by employing the Monte-Carlo dropout method. This way,
the black-box status of the neural networks and neural networks-based system was over-
come. Furthermore, due to different inputs being combined, the developed system can be
called multimodal, making them a general-purpose approach that can be applied to other
research fields.

All scientific contributions taken into account, this dissertation provides a significant step
towards a decision support system for pediatric wrist fracture detection. All presented research:
from X-ray images preprocessing with XAOM method, enhancing visibility of fractures by cast
suppression, bone segmentation by local-entropy approach, to the final fracture detection and
fracture age estimation — assembles a complete system. Therefore, this dissertation can serve as

a basis for a CADx system that could help radiologists in detecting pediatric wrist fractures.
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4.2 Future work

As a continuation of research conducted in this dissertation, possible expansions are as follows:

* As mentioned, all research done in this paper can be united in one CADx system that
can be developed as an online platform. By making the developed system an internet
platform, the whole medical community will benefit. Developing such a platform could be
extended even further by building educational and training modules for radiologists. This
also opens the possibility of enhancing models even more via online learning. In online
learning, the models are constantly being trained with newly acquired data. Therefore,
one of the niches for future work is creating an online platform based on the developed

systems presented in the dissertation.

* Fracture detection based on the YOLOv4 model can be enhanced by merging it with a
U-net model. Developing a novel method that will take the best of both worlds: object
detection from YOLOv4 and pixel precision from the U-net model should be possible.
Therefore, one of the future aims is to develop a model that will combine the two. To
combine them together, it would be interesting to test novel self-attention mechanisms

that are the main reason for Generative Pre-trained Transformer (GPT) rise.

* This dissertation mainly focused on X-ray image processing, neglecting each study’s tex-
tual medical history. Extracting information from the medical history via natural language
processing tools should increase the accuracy of currently developed systems even more.
Therefore, merging currently developed models with the information from the medical
history is worth investigating.

* Aninvestigation of the correlation between cast suppression and radiation should be done.
Namely, the hypothesis that developed cast suppression CycleGan model can enhance X-
ray image quality to a similar level as the X-ray image quality taken with higher radiation
dose must be tested. If the hypothesis is correct, it would be possible to lower the radiation

dose when making X-ray images with a cast applied which is always beneficial.

* The next step would be expanding the developed fracture detection system to other body
regions. In other words, developing a more robust system (data from different hospitals)
and detecting fractures of more versatile body regions (other long bones would probably
be a good start) is the ultimate goal. Developing such a CADx software presents a chal-
lenge from a machine learning point of view, but creating it could be a game-changer in

radiology regarding reporting fractures by radiologists.

* The output of currently developed systems is a probability or a class concerning the con-

text of a given task. However, generating a textual report on which radiologists could
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agree or edit it would greatly reduce the necessary labor. Therefore, embedding the de-
veloped systems’ outputs in a textual report — the one that radiologists usually generate —

is also a goal to achieve.
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Chapter 5

Summary of Papers

A XAOM: A method for automatic alignment and orienta-

tion of radiographs for computer-aided medical diagnosis

Background and objectives: Computer-aided diagnosis relies on machine learning algorithms
that require filtered and preprocessed data as the input. Aligning the image in the desired di-
rection is an additional manual step in post-processing, commonly overlooked due to workload
issues. Several state-of-the-art approaches for fracture detection and disease-struck region seg-
mentation benefit from correctly oriented images, thus requiring such preprocessing of X-ray
images. Furthermore, it is desirable to have archived studies in a standardized format. Radio-
graph hanging protocols also differ from case to case, which means that images are not always
aligned and oriented correctly. As a solution, the paper proposes XAOM, an X-ray Alignment
and Orientation Method for images from 21 different body regions.

Methods: Typically, other methods are crafted for this purpose to suit a specific body region and
form of usage. In contrast, the method proposed in this paper is comprehensive and easily tuned
to align and orient X-ray images of any body region. XAOM consists of two stages. For the first
stage of the method, aligning X-ray images, we experimented with the following approaches:
Hough transform, Fast line detection algorithm, and Principal Component Analysis method. For
the second stage, we have experimented with the adaptations of several well known convolu-
tional neural network topologies for correctly predicting image orientation: LeNet5, AlexNet,
VGG16, VGG19, and ResNet50.

Results: In the first stage, the PCA-based approach performed best. The average difference
between the angle detected by the algorithm and the angle marked by the experts on the test set
containing 200 pediatric X-ray images was 1.65°, while the median value was 0.11° . In the
second stage, the VGG16-based network topology achieved the best accuracy of 0.993 on a test
set containing 4,221 images.

Conclusion: XAOM is highly accurate at aligning and orienting pediatric X-ray images of 21

common body regions according to a set standard. The proposed method is also robust and can
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be easily adjusted to the different alignment and rotation criteria.
Auvailability: The Python source code of the best performing implementation of XAOM is pub-
licly available at https://github.com/thrzic/ XAOM.

Hrzi¢ F., Tschauner S., Sorantin E., Stajduhar 1. XAOM: A method for automatic alignment

and orientation of radiographs for computer-aided medical diagnosis. Comput Biol Med. 2021
May;132:104300. doi: 10.1016/j.compbiomed.2021.104300. Epub 2021 Mar 3. PMID: 33714842.
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B Cast suppression in radiographs by generative adversarial

networks

Injured extremities commonly need to be immobilized by casts to allow proper healing. We
propose a method to suppress cast superimpositions in pediatric wrist radiographs based on the
cycle generative adversarial network (CycleGAN) model. We retrospectively reviewed unpaired
pediatric wrist radiographs n = 9672 and sampled them into 2 equal groups, with and without
cast. The test subset consisted of 718 radiographs with cast. We evaluated different quadratic
input sizes (256, 512, and 1024 pixels) for U-Net and ResNet-based CycleGAN architectures
in cast suppression, quantitatively and qualitatively. The mean age was 11 £ 3 years in images
containing cast n = 4836, and 11 & 4 years in castless samples n = 4836. A total of 5956
X-rays had been done in males and 3716 in females. A U-Net 512 CycleGAN performed best
P < .001. CycleGAN models successfully suppressed casts in pediatric wrist radiographs, al-
lowing the development of a related software tool for radiology image viewers.

Hrzié, F, Zuzié¢, I, Tschauner, S., and S’tajduhar, L, Cast suppression in radiographs by gen-

erative adversarial networks. Journal of the American Medical Informatics Association 28, 12
(10 2021), 2687-2694. https://doi.org/10.1093/jamia/ocabl92
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C Local-Entropy Based Approach for X-Ray Image Segmen-

tation and Fracture Detection

The paper proposes a segmentation and classification technique for fracture detection in X-
ray images. This novel rotation-invariant method introduces the concept of local entropy for
de-noising and removing tissue from the analysed X-ray images, followed by an improved pro-
cedure for image segmentation and the detection of regions of interest. The proposed local
Shannon entropy was calculated for each image pixel using a sliding 2D window. An initial
image segmentation was performed on the entropy representation of the original image. Next,
a graph theory-based technique was implemented for the purpose of removing false bone con-
tours and improving the edge detection of long bones. Finally, the paper introduces a classifi-
cation and localisation procedure for fracture detection by tracking the difference between the
extracted contour and the estimation of an ideal healthy one. The proposed hybrid method ex-
cels at detecting small fractures (which are hard to detect visually by a radiologist) in the ulna
and radius bones—common injuries in children. Therefore, it is imperative that a radiologist
inspecting the X-ray image receives a warning from the computerised X-ray analysis system,
in order to prevent false-negative diagnoses. The proposed method was applied to a data-set
containing 860 X-ray images of child radius and ulna bones (642 fracture-free images and 218
images containing fractures). The obtained results showed the efficiency and robustness of the
proposed approach, in terms of segmentation quality and classification accuracy and precision
(up to 91.16% and 86.22%, respectively).

Hrzi¢, F, Stajduhar, L, Tschauner, S., Sorantin, E., and Lerga, J., Local-Entropy Based Ap-
proach for X-Ray Image Segmentation and Fracture Detection. Entropy 2019, 21, 338.
https://doi.org/10.3390/e21040338
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D Fracture Recognition in Pediatric Wrist Radiographs: An

Object Detection Approach

Wrist fractures are commonly diagnosed using X-ray imaging, supplemented by magnetic reso-
nance imaging and computed tomography when required. Radiologists can sometimes overlook
the fractures because they are difficult to spot. In contrast, some fractures can be easily spotted
and only slow down the radiologists because of the reporting systems. We propose a machine
learning model based on the YOLOv4 method that can help solve these issues. The rigorous
testing on three levels showed that the YOLOv4-based model obtained significantly better re-
sults in comparison to the state-of-the-art method based on the U-Net model. In the comparison
against five radiologists, YOLO 512 Anchor model-Al (the best performing YOLOv4-based
model) was significantly better than the four radiologists (Al AUC' — ROC = 0.965, Radiolo-
gistaverage AUC' — ROC = 0.83140.075). Furthermore, we have shown that three out of five
radiologists significantly improved their performance when aided by the Al model. Finally, we
compared our work with other related work and discussed what to consider when building an
ML-based predictive model for wrist fracture detection. All our findings are based on a complex

dataset of 19,700 pediatric X-ray images.
Hrzi¢ F, Tschauner S., Sorantin E., Stajduhar L, Fracture Recognition in Paediatric Wrist Ra-

diographs: An Object Detection Approach. Mathematics. 2022, 10(16):2939.
https://doi.org/10.3390/math10162939
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E Modeling Uncertainty in Fracture Age Estimation from Pe-

diatric Wrist Radiographs

In clinical practice, fracture age estimation is commonly required, particularly in children with
suspected non-accidental injuries. It is usually done by radiologically examining the injured
body part and analyzing several indicators of fracture healing such as osteopenia, periosteal
reaction, and fracture gap width. However, age-related changes in healing timeframes, inter-
individual variabilities in bone density, and significant intra- and inter-operator subjectivity all
limit the validity of these radiological clues. To address these issues, for the first time, we suggest
an automated neural network-based system for determining the age of a pediatric wrist fracture.
In this study, we propose and evaluate a deep learning approach for automatically estimating
fracture age. Our dataset included 3570 medical cases with a skewed distribution toward ini-
tial consultations. Each medical case includes a lateral and anteroposterior projection of a wrist
fracture, as well as patients’ age, and gender. We propose a neural network-based system with
Monte-Carlo dropout-based uncertainty estimation to address dataset skewness. Furthermore,
this research examines how each component of the system contributes to the final forecast and
provides an interpretation of different scenarios in system predictions in terms of their uncer-
tainty. The examination of the proposed systems’ components showed that the feature-fusion
of all available data is necessary to obtain good results. Also, proposing uncertainty estimation

in the system increased accuracy and F1-score to a final 0.906 + 0.011 on a given task.
Hrzié F, Janisch M., Stajduhar L., Lerga J., Sorantin E., Tschauner S., Modeling Uncertainty in

Fracture Age Estimation from Pediatric Wrist Radiographs. Mathematics. 2021, 9(24):3227.
https://doi.org/10.3390/math9243227
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