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Foreword 

Respected colleagues and dear friends, 

It is with great happiness and honor that I write the foreword to the second RI-STEM conference. 

The idea of the RI-STEM conference is to provide the students of any study level with a space that 

will enable them to experience the publication and presentation process of a scientific article – 

an experience which will undoubtedly serve them well in their futures, whether they pic a 

professional or academical path. 

This year, we bring you 30 papers from students of various STEM fields. People from various 

countries across Europe – Croatia, Bosnia and Herzegovina, Serbia, Chechia, Denmark, Greece 

and Germany; have come together to enable the knowledge and experience exchange at this 

years RI-STEM conference, and they have my sincerest gratitude.  

I hope that we will continue with this great experience and enable even more students to gain 

the publication experience through RI-STEM. Multiple accounts of students who have shown how 

the RI-STEM publication helped them in improvement of their job applications, or served as proof 

of practical knowledge, is a good motivation to try and make RI-STEM a mainstay conference. 

With that in mind, I thank everyone involved in RI-STEM – members of organizational and 

scientific committees, sponsors, and most of all – students submitting their papers. We hope to 

see you again next year. 

Kindest regards, 

Sandi Baressi Šegota 

President of the organizational committee 
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Abstract: Urinary bladder cancer is one of the most common malignancies of the urinary system. Due to the high metastatic 

potential and recurrence rate, artificial intelligence (ML) and machine learning (ML) methods are introduced to increase the 

diagnostic performances. In this paper, a brief overview of the application of ML methods on two data sets is provided. In the 

case of this research, cystoscopic images and images collected by using computerized tomography (CT) are used.  From the 

obtained results, it can be seen that utilization of ML methods enables higher results both in the case of classification and 

semantic segmentation.   

 

Keywords: artificial intelligence, clinical support systems, cystoscopy, computerized tomography, convolutional neural 

network, data augmentation, edge detectors, meta-heuristic algorithms, transfer learning, urinary bladder cancer 

 

1. Introduction   

 

Urinary bladder cancer is one of the most common 

malignancies of the urinary system. The root of cancer 

lays in the mutation of the bladder mucosa cells. The main 

characteristics of urinary bladder cancer are high 

reoccurrence rate and high metastatic potential [1,2]. For 

these reasons, it can be concluded that an accurate and fast 

diagnostic procedure is of vital importance. With aim of 

developing faster and more accurate diagnostic 

procedures, artificial intelligence (AI) and machine 

learning (ML) are introduced [3-5]. In this paper, an 

overview of the AI utilization for urinary bladder cancer 

diagnostics is provided.  The presented diagnostic 

procedures are based on two different diagnostic 

procedures: a cystoscopy and computerized tomography. 

 

2. Cystoscopy 

 

The first used data set is the data set collected during 

optical cystoscopy and examination of urinary bladder 

mucosa with a confocal laser endomicroscope. The 

images of urinary bladder mucosa are divided into four 

different classes: 

• High-grade carcinoma, 

• Low-grade carcinoma, 

• Carcinoma in-situ, and 

• Healthy mucosa 

 

An example of each class is given in Figure 1. 

 

 
 

Figure 1: Example of each class from cystoscopy data set 

 

The presented data set is used to recognize the grade of 

urinary bladder cancer by using AI-based classification 

algorithms [6]. 

 

3. Computerized Tomography 

 

The other data set used in this research is the data set 

collected by using Computerized Tomography.  The 

images collected with CT are captured in three planes 

(frontal, horizontal, and sagittal) and are divided into 6 

classes (images without a bladder, healthy bladder, 

unilateral bladder wall thickening, circular bladder wall 

thickening, exophytic formation, and invasion outside the 

contour of the bladder) [7]. An example for each plane 

used in the research is given in Figure 2.  

mailto:ilorencin@riteh.hr
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Figure 2: Example of each plane from CT data set 

 

The aim of this data set is to develop a system for semantic 

segmentation of urinary bladder cancer masses from CT 

images. A brief process of semantic segmentation is given 

in Figure 3. 

 

 
 

Figure 3: Semantic segmentation process 

 

4. Methods overview  

 

In this section, a brief description of the used AI methods 

is provided.  

 

4.1 Classification 

 

For the classification of images contained in CT and 

cystoscopy data sets, several standard CNN architectures 

are used [8]: 

• AlexNet 

• VGG-16 

• ResNet50 

• ResNet101 

• ResNet152 

• InceptionV3 

• Inception-ResNet 

 

The aforementioned CNN architectures are also used as 

pre-trained backbones for the implementation of transfer 

learning methodology in U-net for semantic segmentation.  

 

4.2. Semantic segmentation 

 

For the purposes of semantic segmentation, a standard U-

net architecture is used. A schematic representation of the 

used U-net architecture is given in Figure 4. 

 

 
 

Figure 4: Schematic representation of U-net architecture 

 

 

4.3. Hybrid models 

 

Alongside standard AI-based algorithms, several 

approaches for hybrid models are developed as well. The 

aim of hybrid model utilization is to increase not only 

classification or semantic segmentation performances, but 

also generalization performances. In this section, a brief 

description of the hybrid models is presented. 

 

4.3.1. Data Augmentation  

 

With aim of performance-boosting, data augmentation is 

used. For the case of cystoscopy data sets, both 

geometrical and GAN-based augmentation procedures are 

used. For the case of CT data set, only geometrical 

augmentation is used. 

 

4.3.2. Edge detectors 

 

With aim of performance-boosting, edge detector-based 

hybrid models are also proposed. For this purpose, two 

different edge detection methodologies are utilized. The 

first approach is to utilize gradient edge detectors. In this 

research, three different gradient kernels are used [9,10]: 

• Roberts edge detector, 

• Sobel edge detector, and 

• Prewitt edge detector.  

 

Alongside gradient edge detector, Laplacian edge detector 

is used as well. 

 

4.3.3. Transfer Learning 

 

One of the modern approaches in machine learning is 

certainly transfer learning. In this research, transfer 

learning methodology is applied to both classification and 

semantic segmentation. The transfer learning approach 

includes the implementation of standard CNN 

architectures pre-trained by using ImageNet data set. For 

the case of classification problems, pre-trained 

architectures with added fully connected layers are used. 

On the other hand, in the case of U-net architecture, pre-

trained CNN architectures are used as contractive parts of 

a U-net architecture [11-13]. 

 

4.3.4. Model selection using meta-heuristic approach 
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Alongside presented methods, meta-heuristic algorithms 

are used for model selection of the proposed classification 

and semantic segmentation algorithms. In this research, 

two meta-heuristic algorithms are used: 

• Genetic algorithm (GA) and 

• Discrete Particle Swarm algorithm (D-PS). 

 

Both algorithms are executed by using an adapted fitness 

function that includes both classification and 

segmentation, as well as generalization performance. This 

transfer function can be defined as: 

 

                            𝑭(𝝁)

= 𝚿(𝝁)̅̅ ̅̅ ̅̅ ̅𝟏 − 𝝈(𝚿(𝝁)),                  (𝟏) 

  

where: 

• 𝐹(𝜇) – fitness function, 

• Ψ(𝜇) – evaluation measure, and 

• 𝜎 – standard deviation . 

 

Mean evaluation measure and standard deviation are 

measures derived from the k-fold cross-validation 

procedure used during training [14].  

 

5. Results 

 

In this section, a brief overview of the achieved results is 

provided.  

 

5.1. Results achieved with Cystoscopy data set 

 

If the results achieved by using AlexNet-based hybrid 

models on the cystoscopic data set are compared, it can be 

noticed that the highest classification and generalization 

performances are achieved if meta-heuristic algorithms 

are used. Furthermore, it can be seen that the sightly lower 

performances are achieved if the edge detector-based 

hybrid model and GAN-based augmentation are used, as 

presented in Figure 5. 

 

 
 

Figure 5: Classification of cystoscopic images using AlexNet  

 

The similar results can be observed if VGG-16 architecture is 

used. In this case, the highest performances are achieved if D-

PS is used for the model selection, as presented in Figure 6. 

 

 
 

Figure 5: Classification of cystoscopic images using VGG-16 

 

 

5.2. Results achieved with CT data set 

 

If the results achieved on the CT data set are compared, it 

can be seen that the highest semantic segmentation and 

generalization performance are achieved if a general 

semantic segmentation system is used. In this case, the 

highest results are achieved if the U-net model is selected 

by using the D-PS algorithm. Furthermore, it can be seen 

that similar results are achieved if one semantic 

segmentation system is used for each diagnosis. In the 

case of horizontal and frontal planes, the highest results 

are achieved if U-net models are selected by using D-PS. 

On the other hand, in the case of the sagittal plane, the 

highest performances are achieved if the transfer learning 

methodology is used. If one semantic segmentation 

system is used for each diagnosis separately, significantly 

lower performances are achieved, as presented in Figure 

6. 

 

 
 

Figure 6: Results achieved with each semantic segmentation methods 

 

6. Conclusions 

 

From the presented results it can be seen that the higher 

performances are achieved in the case of both data sets if 

a form of the hybrid model is used. Such a property is 

particularly emphasized in the case of meta-heuristic 

algorithms and data augmentation. In final, it can be stated 

that there is a possibility for the implementation of ML 

methods in urinary bladder cancer diagnostics. The 

utilization of ML methods enables higher results both in 

the case of classification and semantic segmentation.   
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Abstract: The presented research is derived from a PhD thesis by dr. Anđelić. The following paper describes the process by which the graphene-

based nanosensor was modelled and how Genetic Programming was applied for the process of local parameter determination. 

Keywords: genetic programming, graphene, nanosensorics 

Nanosensor for mass detection is a mechanical sensor that 

proved to be an excellent candidate in the detection of 

atoms and molecules [1]. The working principle of these 

sensors is the frequency shift method [2] which is based 

on the difference between the natural frequency of 

graphene with and without added mass in the form of 

atoms and molecules bonded with carbon atoms. 

Natural frequencies, and the frequency shift method used 

in atom/molecule detection will be analysed using 

molecular dynamics (MD) simulation and non-local plate 

theory. Numerical results obtained using MD (natural 

frequencies) will be used to adjust the non-local parameter 

value in non-local thin plate theory in such a way that the 

frequency from non-local thin plate theories will be 

equated with the natural frequencies from MD by 

modifying the non-local parameter value. This will create 

a dataset for the implementation of the genetic 

programming algorithm in order to establish approximate 

correlations between the input data (mechanical 

characteristics of graphene, graphene dimensions, 

temperature and natural frequencies) with the output data 

(non-local parameter). Since most sensors have a specified 

temperature range and pressure at which the sensor can 

perform detection, it was initially assumed that graphene 

as a sensing element of the nanosensor can detect gas 

molecules in the range from 233.15 to 313.15 K and at a 

pressure in the range from 0 to 1 bar.  

 Before investigating the natural frequencies of one layer 

of graphene, the mechanical and thermodynamic 

characteristics of this material were obtained using MD 

with REBO interatomic potential [3]. The obtained 

mechanical and thermodynamic parameters were used in 

non-local thin plate theory to determine the natural 

frequencies of single-layer graphene sheet (SLGS) as well 

as to examine the influence of temperature, pressure, size 

of SLGS, a variation of non-local graphene parameter on 

natural frequencies caused by gas molecules attached to 

the surface of SLGS [4].  

MD was used to determine the natural frequencies of 

SLGS, to examine the influence of SLGS size on natural 

frequencies as well as the absolute and relative frequency 

shift caused by attached gas molecules to the central SLGS 

atom using the displacement excitation method. The 

results of the above analyses in MD and non-local thin 

plate theory showed that the size of SLGS has the greatest 

influence on the natural frequencies of SLGS while 

temperature has a very small influence on the natural 

frequencies. MD simulations with NPT ensemble showed 

that the pressure oscillates a lot during equilibration and 

vibration simulation and therefore the influence of 

pressure was omitted from further analyses.  

Analyses performed using non-local thin plate theory also 

showed that the value of the non-local parameter has a 

large influence on the natural frequencies of SLGS. The 

mechanical characteristics are temperature dependent and 

with increasing temperature, the value of these parameters 

with small oscillations gradually decreases.  

Physical data of 3 molecules of chemical weapons of mass 

destruction were used to investigate the possibility of 

detecting gas molecules using non-local theory and MD. 

Both theories have shown that SLGS can detect gas 

molecules using the absolute and relative frequency shift 

method. One of the main shortcomings of the non-local 

theory of elasticity is the unknown value of the non-local 

parameter, and in many studies, its value is set in a 

arbitrary range [5]. Therefore, the goal is to apply a 

genetic programming algorithm [6] to obtain a symbolic 

expression by which its value could be determined. The 

genetic programming algorithm was used to determine the 

symbolic expression that would connect the input values 

with mathematical functions, namely: mechanical 

parameters (modulus of elasticity, shear modulus, Poison 

coefficients and dimensions of graphene), operating 

conditions (temperature) and natural frequencies obtained 

by MD s a non-local parameter that represents the output 

value of this symbolic expression. For a genetic 

programming algorithm to be able to generate a symbolic 

expression, it is necessary to develop a data set on which 

the algorithm can be trained and tested. Three 

temperatures (233.15, 273.15, and 313.15 [K]) were used 

to generate the data set in MD and non-local theory. 

Graphene models with dimensions ranging from 20×10 to 

40×20 [nm] were used for these simulations. The natural 

frequencies obtained by MD were used as reference values 

for tuning the natural frequencies in non-local theory so 

that the value of the non-local parameter was adjusted so 

that the natural frequency value was equivalent to those 

frequencies obtained in MD. Based on the obtained 

parameters using MD and non-local theory, a set of data 

was created which was used in the genetic programming 

algorithm to determine the equation by which the value of 

the non-local parameter could be determined.  

The equation for determining the value of a non-local 

parameter was chosen based on the highest achieved value 

of the 𝑅2 correlation coefficient which is equal to 0.9688. 

The obtained equation for determining the non-local 

parameter value was used to determine the absolute and 

relative frequency shift caused by the mass attached in the 

centre of the fully clamped graphene sheet. The obtained 

results were compared with the averaged absolute and 

relative frequency shift values obtained using MD 

simulations. The results of the comparison showed that on 
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average the calculated values of absolute and relative 

frequency shift are 5 % lower than those obtained using 

MD simulations. 
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Abstract: A brain tumor is a collection of abnormal cells in brain which damages healthy brain cells. Diagnosis and identifying the exact type and degree of 

tumor in early stages play an important role in choosing the relevant treatment plan. Recent progress in deep learning field has helped the health industry in 

diagnosing many diseases. The convolutional neural network (CNN) is most widely and most commonly used algorithm for visual learning and image 

recognition. Proposed paper includes a deep neural network approach  and a CNN based model to classify magnetic resonance imaging (MRI) into four 

categories. The data group was taken from publicly available Kaggle site which contains 7022 MRI images. The proposed system achieved satisfactory 

results in terms of multiclass classification.  

 

Keywords: Artificial intelligence, Brain Tumour, Classification, Convolutional Neural Network, Deep Learning.   

 
1. Introduction 

 

Cancer is one of the leading causes of death, and brain 

tumours are one of the deadliest. The complex structure of 

the human brain complicates the diagnosis of brain 

tumours and therefore magnetic resonance imaging (MRI) 

is used to obtain high-quality images. Artificial 

intelligence and deep learning are primarily used in image 

processing  to segment, identify, and classify MRI images. 

Classification of brain tumour images is an important part 

of medical image processing because it helps in making 

an accurate diagnosis and further planning treatment. 

Some of the international articles we reviewed on the 

detection and classification of brain tumours using in-

depth learning are S. Basheera and M.S.S.Ran who 

proposed a method for brain tumours classification where 

the tumour is initially segmented from an MRI image and 

then classified using a pre-trained convolutional neural 

network (CNN) [1]. Deep learning is one of the machine 

learning methods that uses neural network architecture 

with possible hundreds of hidden layers between the input 

and output layers. CNNs are currently the most widely 

used neural networks in the field of machine learning, 

used in the field of disease diagnosis and classification 

based on medical images, especially CT and MRI images 

as it does not require pre-processing or extraction features 

before the training process [2,3]. In general, CNN consists 

of many layers: input layer, convolutional layer, RELU 

layer, fully connected layer, classification layer, and 

output layer [4,5]. The main goal of this research is to 

apply CNN for detection and classification of brain tumors 

that could help physicians with earlier detection and 

treatment.  

 

2. Methodology 

 

In this study, images of brain tumours are stored as 

databases and four directories are created, each consisting 

of images for a specific class of glioma, meningioma, 

pituitary and no tumour. The database is divided into 

training and  testing sets, where 70% of the data is used in 

the training phase and the rest is used in the testing phase. 

Figure 1 shows a brain tumor for each class. 

 

 
Figure 1. Brain tumor for each class. 

 

The dataset consists of 7022 MRI images. The dataset has 

a solid number of samples per class and is relatively 

balanced which further facilitates the development of the 

model itself. All images were digitized at a resolution of 

256 × 256 pixels. Table 1 lists the number of images of 

each class in the dataset. 

Table 1. Distribution of the dataset in four classes  

Tumour Type Number of Images 

Glioma  1621 

Meningioma 1645 

Pituitary 1999 

No Tumor  1757 

Total: 7022 

 

In this paper, the simple CNN model is utilized in order to 

perform a classification of brain tumour MRI images into 

four different classes. Initially, one convolution layer of 

16 filters having a filter size 3 x 3 was added. The reason 

for setting a small number of filters as 16 is to detect 

edges, corners and lines. Afterwards, a maximum 

unification layer with 2 x 2 filter was added to get the 

maximum summary of that image, then the number of 

convolutional layers and the number of filters was 

increased to 32, 64 and 128, which have the same 3 x 3 
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filter. This combines these small samples as the number of 

filters increases and finds larger samples like squares, 

circles, etc. Layers of maximum shrinkage were applied to 

them to get the maximum. Finally, a fully connected dense 

layer of 256 neurons along with a softmax output layer 

was applied that calculates the probability score for each 

class and classifies the final decision labels either that the 

MRI input image contains tumor or does not contain 

tumor. The Rectified Linear Unit (ReLU) activation 

function in each convolutional layer was applied. The 

activation function converts the input weighted sum into 

the output of that node. The ReLU is often used in the 

hidden layers of a CNN [6,7]. 

 

3. Results and Discussion 

 

Experimental evaluations were performed to determine 

the significance and accuracy of the proposed CNN 

model. The model was trained for 20 epochs with a batch 

size of 64. The experiment was performed using 

TensorFlow and Keras library in Python with GPU 

support. Most of the neuron cells based techniques, 

including CNN, uses gradient drop to lower the error rate 

for the training process and to reform internal parameters. 

The gradient descent is a first order optimization 

algorithm and its derivate gives direction and increases or 

decreases the error function. Information directs the error 

function, changing it down to the local minimum [8]. The 

orthodox gradient descent technique calculates the 

gradient of the entire training data, which makes its 

process computationally slow. Algorithms such as Adam, 

Stochastic Gradient Descent (SDG) and Root Mean 

Square Propagation (RMSprop) have been developed to 

solve this problem. When using Adam as an optimizer  the 

initial validation accuracy is below 0.75, but after one 

epoch the validation accuracy increases sharply to almost 

0.85. In the same way, the initial loss of validation is 

below 0.7, but after one epoch the loss decreases below 

0.4. There is a positive trend toward improving accuracy 

and reducing losses, as shown in Figure 2. Initially, the 

accuracy is low but it is gradually improving to 97%. The 

results in terms of train - validation accuracy and loss for 

the models trained with SGD and RMSprop optimizers are 

shown in Figure 3, and Figure 4. 

 

 

 
Figure 2. Model accuracy and model loss for training and validation set 

using the Adam  optimizer. 

 

 

Figure 3. Model accuracy and model loss for training and validation set 

using the SDG  optimizer. 
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. 

 

Figure 4 Model accuracy and model loss for training and validation set 

using the RMSprop  optimizer. 

The accuracy of the SGD optimizer (at the fixed number 

of epochs) is lower with a value of 63% while the loss is 

higher with a value of 1.3. The accuracy and loss graphs 

in the case of Adam and RMSprop optimizers are almost 

equal, with an accuracy of 97%, and 96.8%, respectively, 

and a loss of 0.1748, and 0.148, respectively 

 

4. Conclusion 

 

This paper is a comparative analysis of different  

optimization algorithms used in the proposed CNN 

architecture to perform and evaluate the performance of a 

four-class brain tumor classification. The analogy was 

made on a publicly available set of MRI brain images. 

Both, quantitative and graphical results show that all the 

optimizers work consistently, but the Adam works faster. 

CNN is designed to minimize or sometimes revoke data in 

pre-processing steps and is typically used to process raw 

images. It is based on two processes: convolution which is 

performed using trainable filters with a predetermined 

specification that is set during the training phase and 

downsampling in the training phase to achieve high 

accuracy [9,10]. 
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Cerebral damage caused by asphyxia is a medical and socio-economic problem. Asphyxia is a prepartum, intrapartum, or postpartum disorder that manifests 

as a disorder in the exchange of gases in the placenta and fetal lungs. There is mild and severe asphyxia. Asphyxia has a high perinatal mortality. It can 

cause various damages and conditions such as epilepsy, cerebral palsy, ataxia, visual disturbances, hearing disorders, mental retardation, motor 

developmental delay, and other conditions. Hypoxic-ischemic encephalopathy (HIE) is a brain lesion. It develops due to a lack of oxygen and circulatory 

disorders as a result of severe labor asphyxia. There are two stages: the primary and the secondary stage. The clinical picture of the secondary stage is 

neonatal convulsions. Between the primary and secondary stage, there is a so-called. latent phase (up to 6 hours of life). At this stage, therapeutic hypothermia 

should be started as a method of treatment. Therapeutic hypothermia is the induction of hypothermic newborn hypothermia. It should be started before the 

onset of the secondary stage of brain damage, in the latent phase. That period is until the 6th hour of the newborn's life. There are two methods of therapeutic 

hypothermia, which are selective hypothermia of the head and hypothermia of the whole body. Selective hypothermia of the head is performed at 34-34.5 

degrees Celsius and whole-body hypothermia at 33-33.5 degrees Celsius. It lasts up to 72 hours. During and after the implementation of therapeutic 

hypothermia, intensive monitoring of vital parameters, application of analgesia and sedation, and monitoring of biochemical parameters and electrical activity 

of the brain is required. After performing therapeutic hypothermia, the body is gradually warmed to physiological temperature. Following evidence of efficacy, 

this form of treatment was included in the recommendation of the ILCOR guidelines for neonatal resuscitation. 

 

Keywords: Asphyxia, Hypoxic-ischemic encephalopathy, Therapeutic hypothermia 

 

 1. Introduction 

 

Cerebral damage caused by asphyxia is a medical and 

socio-economic problem. Timely diagnosis and treatment 

are a great challenge for perinatologists and pediatricians. 

Difficulties in estimating the severity of postpartum 

asphyxia create uncertainty in assessing the risk of 

damage and the causal link with later life damage in 

newborns. We consider such newborns to be neuro-risk 

newborns. Hypoxic-ischemic encephalopathy is the most 

common cause of postpartum asphyxia. It is important to 

diagnose postpartum asphyxia and hypoxia-ischemic 

encephalopathy promptly and to start treatment in 

neonatal intensive care units promptly in order to prevent 

the risks of developing these lesions. Understanding the 

etiology and pathogenesis of hypoxia-ischemic 

encephalopathy at the molecular and cellular levels has 

enabled new approaches in the treatment of such a 

condition. In addition to conservative drug treatment and 

fluid replacement, therapeutic hypothermia is used as a 

method of treating hypoxia-ischemic encephalopathy and 

has become the standard in clinical practice [1]. 

 

2. Asphyxia and hypoxic-ischemic encephalopathy 

 

Asphyxia is a prepartum, intrapartum, or postpartum 

disorder that manifests as a disorder in the exchange of 

gases in the placenta and fetal lungs. It reduces the 

perfusion of oxygen through the fetal organs. Asphyxia 

leads to hypoxia (decreased oxygen), hypoxemia 

(decreased blood pressure), hypocapnia (increased carbon 

dioxide in the arterial blood), and fetal acidosis. Asphyxia 

has high perinatal mortality. According to the World 

Health Organization, 4 million children worldwide die 

each year from birth asphyxia, and 38% of them die before 

the age of 5 due to the consequences of childbirth 

asphyxia. Risks of postpartum asphyxia can be prolonged 

(long) and recurrent (rapid) labor, prolonged amniotic 

fluid leakage, meconium amniotic fluid, high maternal 

age, multiple pregnancies, poorly controlled pregnancies, 

fetal growth retardation (IUGR), oxytocin use in labor, 

preeclampsia, maternal and fetal anemia, premature 

placental abruption, and placenta previa. Childbirth 

asphyxia can cause a variety of impairments and 

conditions such as epilepsy, cerebral palsy, ataxia, visual 

disturbances, hearing impairment, mental retardation, 

motor retardation, and other conditions. Childbirth 

asphyxia is divided into mild and severe [2,3]. 

Hypoxic-ischemic encephalopathy (HIE) is a brain lesion. 

It develops due to a lack of oxygen and circulatory 

disorders as a result of severe labor asphyxia. Hypoxic-

ischemic encephalopathy is diagnosed in 1-8 / 1000 live 

births in developed countries. Risks are the 

aforementioned risks of asphyxia itself such as long or fast 

birth, meconium amniotic fluid, preeclampsia, fetal 

growth retardation (IUGR), placental disorders (placenta 

previa, abruption), maternal age, multiple pregnancies, 

etc. idiopathic. Hypoxic-ischemic encephalopathy is an 

acute brain injury and neuronal necrosis that results in 

death and numerous injuries. Hypoxic-ischemic 

encephalopathy has two stages, the primary and secondary 

stage. Between the primary and secondary stage there is a 

so-called latent phase where cerebral oxidative 

metabolism is close to normal and brain edema has 

subsided (up to 6 hours of age). At this stage, therapeutic 

hypothermia should be started as a method of treatment. 

For a long time, hypoxic-ischemic encephalopathy was 

treated only supportively. In recent years, therapeutic 

hypothermia has been used as a method of early treatment. 

Therapeutic hypothermia has shown good results and has 

become the standard in clinical practice worldwide [1,4-

6]. 

 

3. Therapeutic hypothermia 

 

Treatment of asphyxiated neonates includes resuscitation, 

general systemic measures, and neuroprotective measures 

or procedures. Nonprotection is a set of treatment 

measures aimed at preserving the integrity of the central 

nervous system and preventing damage to the central 
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nervous system. Currently, the only clinically accepted 

method of treatment is moderate therapeutic hypothermia. 

Therapeutic hypothermia is the induction of hypothermic 

newborn hypothermia. Therapeutic hypothermia should 

be initiated before the onset of the secondary stage of brain 

damage, in the latent phase. This period is until the 6th 

hour of the newborn's life [1]. 

 

To start with the therapeutic hypothesis, we must meet all 

the criteria. We must first prove birth asphyxia. Then we 

must clinically prove hypoxia-ischemic encephalopathy 

and do an EEG. After proving labor asphyxia and 

hypoxia-ischemic encephalopathy, we begin therapeutic 

hypothermia. There are two methods of therapeutic 

hypothermia and these are selective hypothermia of the 

head and hypothermia of the whole body. Selective 

hypothermia of the head is carried out at 34-34.5 degrees 

Celsius and whole-body hypothermia at 33-33.5 degrees 

Celsius. Servo-controlled devices are available for 

therapeutic hypothermia, as presented in Figure 1. 

 

 

Figure 1. Apparatus for therapeutic hypothermia 

They contain a cap or wrapper with coolant, as presented 

in Figure 2. 

 

 
Figure 2. Mattress for therapeutic hypothermia 

 

The duration of therapeutic hypothermia usually lasts up 

to 72 hours. After the implementation of therapeutic 

hypothermia, the organism is gradually warmed up to 

physiological temperature. Intensive monitoring of vital 

parameters, application of analgesia and sedation, and 

monitoring of biochemical parameters and electrical 

activity of the brain are required during and after 

therapeutic hypothermia [1]. 

The neuroprotective mechanism of therapeutic 

hypothermia involves depression of neuronal metabolism, 

thus maintaining ATP levels and inhibiting secondary 

energy crisis. Inflammatory responses, convulsions 

(number and duration), and the formation of oxygen free 

radicals are reduced. However, ultimately the 

neuroprotective mechanism of therapeutic hypothermia 

has not been proven [1]. 

 

3.1. Proof of effectiveness 

 

Numerous randomized studies have demonstrated a 

statistically significant reduction in mortality and 

neurodevelopmental abnormalities. The results are better 

in the treatment than in the treatment of severe hypoxic-

ischemic encephalopathy. Following evidence of efficacy, 

this form of treatment was recommended by the ILCOR 

guidelines for neonatal resuscitation. It is important to 

know that therapeutic hypothermia should be anticipated 

and started during the resuscitation in the sense that the 

heat source on the resuscitation table should be switched 

off. In this way, the asphyxiated newborn begins to 

passively subcool by a natural mechanism. During the 

evaluation, a lower body temperature should be 

maintained until a decision on further treatment is made. 

Hyperthermia can exacerbate the degree of damage and 

increase mortality, so even maternal febrile birth is 

associated with neurological damage to the child [7]. 

 

3.2. Application 

 

Once we have defined the criteria for performing 

therapeutic hypothermia, the newborn must be intubated, 

sedated, on a respirator, monitored, and must have an 

umbilical catheter, rectal probe, urinary catheter, and 

orogastric tube installed. During all these interventions, 

we must make sure that the heater on the resuscitation 

table is turned off to achieve passive hypothermia of the 

newborn. We need to do an ultrasound of the brain and 

heart, and X-ray processing of the newborn. Then we have 

to do laboratory findings, and microbiological processing. 

When we have done all that, we start with therapeutic 

hypothermia. Place the newborn on a mattress filled with 

coolant on a hypothermia table. We place a rectal probe to 

measure the temperature to a depth of 5 cm. We place a 

skin probe on the newborn's chest. The newborn is placed 

on continuous monitoring where we monitor vital 

functions (blood pressure, saturation, inhalation) 

throughout the procedure. Every 1 hour. Tube patency and 

height are monitored. Enteral intake of electrolytes, 

hydration and breast milk, and painkillers. This is most 

often the use of Morphine. We enter anticonvulsants and 

ordinate antibiotic therapy enterally. We monitor diuresis 

through a urinary catheter and control CBP, ABS, 

electrolytes, lactates, and glucose. During the process of 

therapeutic hypothermia, brain activity is monitored by 

continuous EEG recording. Monitoring of the newborn on 

therapeutic hypothermia is continuous and constant. We 

provide health care (dressing, turning) and nursing 

documentation. Therapeutic hypothermia (lasting 72 

hours) is followed by gradual warming of the newborn (14 

hours). 

 



International Student Scientific Conference Ri-STEM 2022, Rijeka, Croatia, 8th-9th June 2022. 

 

 

              

12 

                                                                                                                     

4. Conclusion 

 

It can be concluded that in developed countries the 

incidence of severe birth asphyxia is relatively low (1–8 

per thousand live births) but that its consequences are very 

worrying due to high mortality and various developmental 

disorders. Cerebral damage caused by asphyxia is a 

medical and socio-economic problem. Timely diagnosis 

and treatment is a great challenge for perinatologists and 

pediatricians. Difficulties in estimating the severity of 

postpartum asphyxia create uncertainty in assessing the 

risk of damage and causal links with later life defects in 

newborns. The prognosis of the neurodevelopmental 

source is based on the clinical picture of moderate or 

severe hypoxia-ischemic encephalopathy. numerous 

biochemical markers, morphological changes in the brain, 

and the results of neurophysiological tests. 

Understanding the pathophysiology of brain damage has 

also determined the prognostic significance for the use of 

therapeutic hypothermia. It is important to understand the 

pathophysiology in monitoring patients undergoing 

neuroprotective treatment to stop the process of secondary 

neuronal degradation in the latent phase, after successful 

primary resuscitation. So far, moderate controlled 

hypothermia has shown the best results in clinical practice 

and has become the standard in clinical treatment. 
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Abstract: Today, arrhythmia is one of the diseases that can be easily diagnosed, but also successfully treated with the necessary medication. 

The use of artificial intelligence (AI) in medicine speeds up the process of identifying diseases. Therefore, this paper will present some of the 

main algorithms in the field of machine learning (ML) that can be used to draw various conclusions, as well as diagnose diseases. Although 

there is no optimal algorithm that will bring the result with 100 percent accuracy, we have tools that speed up our decisions. I have used five 

algorithms in the programming language Python, of which the best results were with SVC and Gradient Boosting. The main problem with 

machine learning in this dataset is mostly uneven data and too much dominance of one class. 
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1. Introduction 

 

Artificial intelligence allows us to develop tools for rapid 

assessment and prediction of future conditions. This is the 

main reason why it has become increasingly popular in 

medicine. This project is primarily focused on cardiac 

arrhythmia and its diagnoses. 

The Electrocardiogram (ECG) is the electrical 

representation of the contractile activity of the heart [1], 

and it is one of the most important techniques in 

cardiology because it allows for following different 

waveforms as signals from the heart. The ECG contains 

record from six limb leads, which are written in characters 

as I, II, III, aVR, aVL, aVF, and from six chest leads 

written as V1, V2, V3, V4, V5, V6 [2]. Although AI is 

slowly beginning to be used in the field of cardiology, 

expert cardiologists are still necessary to diagnose the 

disease. The use of AI would speed up the process of 

diagnosing disease and treating it, but in some cases, it 

might also allow for a more precise definition of the 

patient’s condition. 

There are a lot of papers on this topic and they are mostly 

based on varying applications of different algorithms. For 

example, Chan et al. (2020) [2] used convolution neural 

network on a dataset with 6.877 records and got an F1-

score of 0.84. Guvenir et al. (1997) [3] used the VF15 

algorithm and got a result of 62 % accuracy. 

In this paper, will present five machine learning 

algorithms that could be used to diagnose cardiac 

arrhythmia. The algorithms used are as follows: Decision 

Trees, Random Forest, Gradient Boosting, Support Vector 

Machine (C-Support Vector Classification) and K-Nearest 

Neighbour. I tried to show that we can speed up the 

process of detecting diseases in medicine, with an 

important prerequisite, which is a large set of data with 

different classifications. 

 

2. Methodology 

 

The dataset that is used is from the website UCI Machine 

learning repository [4]. It consists of 452 instances and 

279 attributes. The distribution of data is uneven as shown 

in Table 1. The main aim is to distinguish between the 

normal condition and types of cardiac arrhythmia, and 

then to classify it in one of the 16 groups [3]. Data pre-

processing before applying machine learning methods is 

an important step. It was noticed that there are some fields 

inside the columns (feature, variables) where data was 

missing and the “?” sign was presented. All of these 

characters have been replaced with NaN values so as to 

allow for statistical calculation i.e., all empty fields have 

been replaced with the average value of that column. 

These instances occurred in 5 columns. Subsequently, the 

data filtering was done in such a way that if it is noticed 

that 99 percent or more of the values in one column are 

the same, it means that this column does not provide 

relevant information and it has to be dropped. Number of 

columns that were deemed unimportant is 64 and they 

have been dropped. An important step was to also scale all 

the data in unit variance with the statistical 

StandardScaler() method. 

The application of algorithms is made on two types of 

datasets. The first set consisted of data on which the 

specified filtering was done, while additional filtering 

with correlation was done on the second set of data. 

Everywhere the correlation between the feature and target 

class was lower than 0.1, that feature was dropped from 

the set. By applying this filtration, I dropped 157 columns. 

For machine learning five different algorithms were used, 

from library scikit-learn, to solving problems of a multi-

classification nature. 

The first algorithm is Decision Trees. It has a leaf node 

labelled with class or with a structure consisting of a test 

node linked to two or more subtrees [5]. A test node 

calculates results based on features and make decisions on 

which side to go [6]. If a leaf node does not have subtrees 

then it provides the predicted class. The main goal of the 

decision tree is for a sample to be sorted into a class using 

one or more decision functions [7]. 

The next algorithm is Random Forest. As observed by 

Oshiro et al. (2012) [8], it is a method which constructs 

many decisions trees which will be used to classify a new 

instance by a majority vote. Each node in a tree uses a 

subset of the best features which is randomly selected and 

makes a new node [9]. 

K-Nearest Neighbour is a popular supervised algorithm in 

classification because of its simple implementation and 

significant classification performance. Outputs are 

vectors, and they are placed in space. Following that, the 

new entry sample will be classified based on the 

classification of its neighbours [10]. 
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According to Guelman (2012) [11] the Gradient Boosting 

is an iterative supervised ML algorithm that combines 

simple parameterized functions with poor performance to 

produce a highly accurate prediction rule. It is very 

important that datasets go through data pre-processing 

before creating a model. Also, the base estimator is usually 

Decision Trees. 

C-Support Vector is a part of Support Vector Machine 

algorithms where the aim is to find hyperplane in N-

dimensional space. Its benefit is in choosing the right 

kernel for different problems [12]. 

Each algorithm was used in the same way. Firstly, I 

separated the datasets into train (75 %) and test (25 %) 

sets. Then, the GridSearchCV() method was used for 

hyperparameter tuning and choosing a set of optimal 

hyperparameters for learning algorithm. 

 

Table 1. Class distribution of dataset 

Class Num. of instances ratio 

Normal 245 0.54 

Ischemic 

changes 

44 0.09 

Old Anterior 

Myocardial 

Infarction 

15 0.03 

Old Inferior 

Myocardial 

Infarction 

15 0.03 

Sin. tachycardy 13 0.03 

Sin. bradycardy 25 0.06 

PVC 3 0.007 

Supraventricula

r Premature 

Contraction 

2 0.004 

Left bundle 

branch block 

9 0.02 

Right bundle 

branch block 

50 0.11 

1. degree AV 

block 

0 0 

2. degree AV 

block 

0 0 

3. degree AV 

block 

0 0 

Left ventricule 

hypertrophy 

4 0.009 

Atrial 

Fibrillation or 

Flutter 

5 0.01 

Others 22 0.05 

 

3. Results and Discussion 

 

As the output of the measurability of the algorithm, I 

calculated accuracy, F1 score, precision and recall score 

confusion matrix and ROC-AUC score. Figure 1. shows 

the result of the ROC-AUC score for each algorithm, 

separating the correlation dataset and the normal dataset. 

The Gradient Boosting Classifier model has the best score, 

which is 0.7967 in the normal dataset and its accuracy is 

67.26 %. The C-Support Vectore Classification has a 

0.7895 in dataset with the correlation filter, and its 

accuracy is 63.72 %. The lowest performing model was 

built with the KNN algorithm where with the normal 

dataset, it has a 56.64 % accuracy and the ROC-AUC 

score of 0.67, while with the correlation dataset, the 

accuracy is 53.98 % and the ROC-AUC is 0.72. 

 

 
Figure 1.  ROC-AUC scores for all algorithms 

 

The F1 score is one of the common measures to rate how 

successful a classifier is, and it is a combination of 

precision and recall metrics. For an average parameter, I 

used ‘macro’ due to the uneven distribution data. As can 

be seen in Figure 2, the results are almost the same, 

however, two algorithms have minimal benefits. The 

model from the Gradient Boosting Classifier has the best 

score from 0.3690 in normal dataset, while the Random 

Forest has, in dataset with the correlation filter, 0.2931.  

The worst model was built with the KNN algorithm. All 

these results are very bad as there was no model that has 

been able to train to have high precision in inference. 

 

 
Figure 2. F1 scores for all algorithms 

 

4. Conclusion 
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The problem of poor performance in this study is primarily 

related to the dataset. There is always the option of 

artificially expanding an already existing dataset but in 

this case, it is not good option. There is too much data 

concentration in one class (Normal class), while the others 

have little to no data. Therefore, the model fails to 

recognize other classes due to there not being enough 

samples to learn which features result with other class. 

The three algorithms that stood out during the process are  

Gradient Boosting, C-Support Vector and Random Forest. 

The results would certainly be even better if a larger 

dataset was used. 
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Abstract: The reaction to and the effect severity on the population of COVID-19 varied across different countries. This indicates that there are country-level 

factors which influenced the severity COVID-19 effect on the populace. The goal of this research is to determine some of these factors using Our World in 

Data COVID-19 dataset. The performance of the country is evaluated using excess mortality (EM), while the inputs selected for the analysis are stringency 

index (SI), population (P), population density (PD), median age (MA), percent of population aged 65 or older (P65), percent of population aged 70 or older 

(P70), GDP per capita (GDP), percentage of population living in extreme poverty (EP), death rate from cardiovascular diseases (CDR), prevalence of diabetes 

withing population (DP), percentage of female smokers (FS), percentage of male smokers (MS), availability of handwashing facilities (HWF), hospital beds 

available per thousand (HB), life expectancy (LE), and human development index (HDI). The inputs are evaluated using Random Forest (RF) algorithm via 

two metrics – Mean Decrease in Impurity (MDI) and Feature Permutation (FP). Results show that the SI is the most influential factor when evaluated using 

RF. 
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1. Introduction 

 

COVID-19 pandemic has gripped the world since early 

2020, causing widespread issues relating to the disease 

cause by the SARS-COV-2 virus. While the influence of 

the virus is still present, with infections continuing to 

happen, the power the virus once held over people is 

lowering. Still, the raise of a new pandemic in the future 

is only a matter of time – and it is important to note that 

the data on how countries dealt with the coronavirus 

pandemic is key on determining which policies have 

shown to be appropriate and which of the countries may 

be more vulnerable based on certain country level factors. 

Artificial intelligence has been shown to be one of the key 

techniques used in modelling the COVID-19 pandemic [1, 

2], with various techniques being applied – from neural 

networks [3] and genetic programming [4, 5] and tree-

based algorithms [6, 7]. 

One of the algorithms that have shown to perform well in 

determining the influence of the individual parameters on 

the outputs is the RF algorithm [8, 9]. This research will 

apply the RF algorithm on the publicly available Our 

World in Data COVID-19 dataset [10].  

 

2. Methodology 

 

First step is the processing of the dataset. The input factors 

of the dataset are selected as they follow: Stringency Index 

– which is a mix of 9 measures that define how stringent 

were the applied measures to deal with the pandemic at a 

country level (SI) [11], population (P), population density 

(PD), median age (MA), percent of population aged 65 or 

older (P65), percent of population aged 70 or older (P70), 

GDP per capita (GDP), percentage of population living in 

extreme poverty (EP), death rate from cardiovascular 

diseases (CDR), prevalence of diabetes withing 

population (DP), percentage of female smokers (FS), 

percentage of male smokers (MS), availability of 

handwashing facilities (HWF), hospital beds available per 

thousand (HB), life expectancy (LE), and human 

development index (HDI) [12]. The output used to 

determine the success of the country dealing with the 

pandemic is excess mortality (EM) – number of deaths 

from all causes which are higher then the expected during 

an event (in this case the COVID-19 pandemic) [13]. The 

data is processed by removing values inside the rows that 

did not contain the listed values. This results in a dataset 

with 725 data points. 

 

 
Figure 1. Histograms of the data within the dataset 

The distributions of each of the variables are given in 

Figure 1, with the output variable being separated in the 

last row. The figure shows that the data has different 
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ranges which means that the dataset needs to be scaled 

prior to its use in the further research. 

Figure 2 shows the correlation between each of the inputs 

to the output variable. 

 

 
Figure 2. Correlation coefficients between the inputs and the output 

variable. 

 

Correlation coefficients show that the SI and LI have the 

highest positive coefficient to the EM, with the MS, HB 

and CDR having the highest negative coefficient 

correlation.  

The feature importance analysis is performed using a RF 

regressor. RF regressor will consist of many decision trees 

(in the presented case, this number is 10,000) that will 

each aim to regress the output value. As each of these 

models is a so-called open box model, the influences of 

the individual features in each of the decision trees can be 

analysed. Then we can evaluate the importance of each 

feature by determining how much more precise the trees 

that used the feature in question have been, compared to 

the ones without – or how much did the model error when 

a certain feature was used. This method is called Mean 

impurity decrease (MDI), as it calculates the lowering of 

the impurity (error) of the model [14]. 

To confirm the results obtained using MDI evaluation 

another approach was also used. In this approach the 

feature importance is determined by comparing the model 

trained with a dataset as-is, to a model trained with a 

dataset in which one of the inputs was randomly shuffled. 

If the score is significantly lower when using a dataset 

with a single random shuffle, it indicates that the feature 

in question has a high-performance influence. On the 

other hand, if the shuffling of the feature has no influence 

on the performance than the indication is that the feature 

does not matter within the trained model. This approach is 

referred to as Feature Permutation (FP) [15]. 

 

3. Results and Discussion 

 

Figures 3. And 4. Demonstrate the results obtained using 

the RF, measured by MDI and FP respectively. As it can 

be seen in the figure 3. the main influence when 

determined using MDI is SI, by a large margin. The 

second feature with the highest performance is EP. None 

of the other feature stand out with any significance as 

other inputs show a similar, relatively low, importance 

when evaluated for feature importance using the RF 

algorithm with the MDI metric.   

 

 
Figure 3. Feature importance determined using MDI metric 

 

The data shown in figure 4., the feature importance using 

FP metric, is in agreeance with the MDI metric – 

confirming the obtained results. 

 
Figure 4. Feature importance determined using FP metric 

 

4. Conclusion 

 

The calculated models show the high importance of EP 

and SI factors relative to the other analysed inputs. Still, 

the obtained results need to be considered with the data in 

mind. It is not likely that the higher SI causes a higher EM 

– but the opposite may be truth, where the higher EM 

causes the decision makers to raise the stringency of the 

anti-covid measures. On the other hand, other factors 

which show a higher importance may influence the EM as 

shown.  

The sort of analysis performed in the presented research 

has value, as it can suggest which of the factors should be 

addressed by decision makers in the case of a pandemic. 

Still, a deeper analysis needs to be performed before 

taking the results at face value – as other, unconsidered 

factors, may have important influence, or the dynamic 

nature of decision making within a pandemic may cause 

the output to influence the values which were used as 

inputs.  

Future work in this field may be considered, especially 

focusing on previously mentioned limitations – through a 

deeper analysis of the existing factors and the inclusion of 

other values that may influence – such as health care index 

of a given country. 

 



International Student Scientific Conference Ri-STEM 2022, Rijeka, Croatia, 8th-9th June 2022. 

 

 

              

18 

                                                                                                                     

Acknowledgments 

 

This research has been (partly) supported by the CEEPUS 

network CIII-HR-0108, European Regional Development 

Fund under the grant KK.01.1.1.01.0009 

(DATACROSS), project CEKOM under the grant 

KK.01.2.2.03.0004, Erasmus+ project WICT under the 

grant 2021-1-HR01-KA220-HED-000031177, University 

of Rijeka scientific grant uniri-tehnic-18-275-1447. 

 

References 

 

[1] Musulin, Jelena, et al. "Application of artificial intelligence-

based regression methods in the problem of covid-19 spread 

prediction: A systematic review." International Journal of 

Environmental Research and Public Health 18.8 (2021): 4287. 

[2] Blagojević, Anđela, et al. "Use of Regressive Artificial 

Intelligence and Machine Learning Methods in Modelling of 

COVID-19 Spread (COVIDAi): Project Review." Ri-STEM-2021 

(2021): 1. 

[3] Car, Zlatan, et al. "Modeling the spread of COVID-19 infection 

using a multilayer perceptron." Computational and mathematical 

methods in medicine 2020 (2020). 

[4] Anđelić, Nikola, et al. "Estimation of COVID-19 epidemic 

curves using genetic programming algorithm." Health 

informatics journal 27.1 (2021): 1460458220976728. 

[5] Anđelić, Nikola, et al. "Estimation of covid-19 epidemiology 

curve of the united states using genetic programming algorithm." 

International Journal of Environmental Research and Public 

Health 18.3 (2021): 959. 

[6] Šušteršič, Tijana, et al. "Epidemiological Predictive Modeling 

of COVID-19 Infection: Development, Testing, and 

Implementation on the Population of the Benelux Union." 

Frontiers in public health (2021): 1567. 

[7] Blagojević, Anđela, et al. "Artificial intelligence approach 

towards assessment of condition of COVID-19 patients-

Identification of predictive biomarkers associated with severity of 

clinical condition and disease progression." Computers in 

biology and medicine 138 (2021): 104869. 

[8] Baressi Šegota, Sandi et al. “Cancer Rates per Country - 

Determining the Importance of Country Level Factors using 

Random Forest Regressor” 1st Serbian Conference on Applied 

Artificial Intelligence (2022) 

[9] Zhao, Yifan, et al. "Classification of Zambian grasslands 

using random forest feature importance selection during the 

optimal phenological period." Ecological Indicators 135 (2022): 

108529. 

[10] Mathieu, Edouard, et al. "A global database of COVID-19 

vaccinations." Nature human behaviour 5.7 (2021): 947-953. 

[11] Gros, Daniel, Alexandre Ounnas, and Timothy Yu-Cheong 

Yeung. "A new COVID policy stringency index for Europe." 

Covid Economics (2021): 115. 

[12] Ladi, Tahmineh, Asrin Mahmoudpour, and Ayyoob Sharifi. 

"Assessing impacts of the water poverty index components on 

the human development index in Iran." Habitat International 113 

(2021): 102375. 

[13] Rivera, Roberto, Janet E. Rosenbaum, and Walter Quispe. 

"Excess mortality in the United States during the first three 

months of the COVID-19 pandemic." Epidemiology & Infection 

148 (2020). 

[14] Han, Hong, Xiaoling Guo, and Hua Yu. "Variable selection 

using mean decrease accuracy and mean decrease gini based 

on random forest." 2016 7th ieee international conference on 

software engineering and service science (icsess). IEEE, 2016. 

[15] Altmann, André, et al. "Permutation importance: a corrected 

feature importance measure." Bioinformatics 26.10 (2010): 

1340-1347.  

  

  



International Student Scientific Conference Ri-STEM 2022, Rijeka, Croatia, 8th-9th June 2022. 

 

 

              

19 

                                                                                                                     

ISBN: 978-953-8246-26-5 

 

On Cervical Cancer Diagnostics Using Machine Learning 

 
Matko GLUČINA 1*, Ariana LORENCIN 2, Ivan LORENCIN3 

 
1 University of Rijeka, Braće Mažuranića Square 10, 51000, Rijeka, Croatia, email: matko.glucina@uniri.hr   
2 Clinical Hospital Center Rijeka, Krešimirova ul. 42, 51000, Rijeka, email. ariana.rabac@gmail.com 
3 University of Rijeka, Faculty of Engineering, Vukovarska ul. 58, 51000, Rijeka, email: ilorencin@riteh.hr  

 

Abstract: This paper presents the classification of cervical cancer using the Multilayer Perceptron into a publicly available dataset Cervical cancer (Risk 

Factors) taken from the UCI Machine learning repository consisting of 36 attributes with 859 instances. The target values were Hinselmann, Schiller,Cytology, 

and biopsy by processing the dataset and using the GridSearch method, the MLP algorithm gives a high percentage of accuracy for all four outputs, but an 

insight into other metrics shows that additional research elaboration is needed. based on the f1 score the best result for Hinselmann is 0.17, Schiller in the 

amount of 0.4, Cytology 0.29, and Biopsy 0.19 which indicates more than enough of a poor-quality model for implementation in real conditions. 
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 1. Introduction 

 

 

Cervical cancer is in most cases cell carcinoma resulting 

from infection with human papillomavirus or 

adenocarcinoma. This type of cancer is the third most 

common gynecological cancer. The average age at the 

time of diagnosis is about 50 years but also can occur in 

the 20s. Risk groups for cervical cancer are mostly 

younger women who frequently change partners, have 

early sexual intercourse, people with a history of HPV 

infection, and smoking. In most cases, there are no major 

symptoms until cancer has progressed. The first symptom 

of advanced cancer is usually postcoital vaginal bleeding. 

The diagnosis is made using the Papanicolaou test, biopsy 

(colposcopy), and finally cytologic analysis. Stages are 

determined clinically most often by FIGO guidelines. 

Treatment usually includes surgical resection, radiation, 

and chemotherapy. Healing and prognosis depend on the 

stage of cancer and the treatment measures taken [1,2]. 

There have been studies that have implemented ML for 

diagnostics, ranging from bladder cancer [3,4] to COVID-

19 [5-7]. In this paper, a diagnostic approach based on the 

utilization of machine learning (ML) methods is proposed. 

The main question in this research is: is it possible to 

implement ML methods, mainly artificial neural networks 

(ANNs) Is it the diagnostics of cervical cancer? In the 

section methodology, a brief description of the used data 

set and developed algorithms is given. Furthermore, 

information about targeted hyper-parameters is provided. 

After the methodology, achieved results are presented and 

discussed. In the end, a conclusion is derived. 

 

2. Methodology 

 

Multilayer Perceptron (MLP) is a neural network that 

contains the ability to learn the relationship between linear 

and nonlinear elements it is inspired by the structure of the 

human brain and is one of the ML methods that is trained 

using a supervised learning approach. The human brain is 

a complex system that is virtually impossible to model, 

much information in human brain research is unknown but 

nevertheless serves as an inspiration in many scientific 

fields for its ability to develop intelligence [8].  

 

During the development of the MLP algorithm itself, 

every scientific advancement in the field of deep learning 

did not start with demanding structures, on the contrary, it 

started with simpler structures, i.e., in this case, it started 

from a piece of MLP called a neuron [9]. As mentioned 

earlier, the human brain is made up of different types of 

cells called neurons. Each of them is interconnected and 

thus forms a neural network. When modeling the Artificial 

Neural Network (ANN), the chemical process, neuron 

frequencies, various brain features, and many other things 

that are not understood or explained by medicine are 

ignored.  Considering before mentioned claims, Figure 1. 

shows a basic neuron consisting of several parts among 

which are: dendrites, cell body, axon hillock, and axon.  

 
Figure 1. Natural neuron scheme  

 

The multilayer perceptron has many neurons inside of its 

structure, it has feed-forward ANN with the characteristic 

of multiple inputs to the algorithm, while the output value 

is only one. As shown in Figure 2, the given statement is 

explained [10]. Fascinating results in the field of 

classification and regression can be achieved by using 

MLP. In addition to a detailed analysis of each individual 

neuron, proper parameterization can provide quality 

models that can be useful [11]. 

 

In the last few decades, the number of cervical cancer 

patients in developed countries, including Croatia, has 

been declining. However, according to Global Cancer 

Observatory (GLOBOCAN) estimates for 2020, cervical 

cancer is still in the high fourth place in terms of frequency 

(6.5% of all cancer cases) and mortality (7.7% of all 
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cancer deaths) in women worldwide [12]. Therefore, it is 

extremely important to pay attention to this problem for 

the early prevention of cervical cancer. For this purpose, a 

dataset [13] from the UCI Machine learning repository 

was used for this research. The data set consisted of 36 

variables collected from 858 patients. The variables are as 

follows: age, number of sexual partners, first sexual 

intercourse (age), number of pregnancies, smokes, smokes 

(years), smokes (packs/year), hormonal contraceptives, 

hormonal contraceptives (years), IUD,  IUD (years), 

STDs, STDs (number), STDs:condylomatosis,  STDs: 

cervical condylomatosis, STDs: vaginal condylomatosis,  

STDs:vulvo-perineal condylomatosis,  STDs: syphilis, 

STDs: pelvic inflammatory disease,  STDs: genital herpes, 

STDs: molluscum contagiosum,  STDs:  AIDS,  STDs: 

HIV,  STDs: hepatitis B, STDs: HPV, STDs: number of 

diagnoses,  STDs: time since the first diagnosis, STDs: 

time since the last diagnosis,  Dx: Cancer,  Dx: CIN,  Dx: 

HPV,  Dx,  Hinselmann, Schiller, cytology, biopsy. Where 

the target variables are Hinselmann, Schiller, cytology, 

and biopsy while the rest are the values of the input 

variables. 

 

 
Figure 2. MLP neural network with three inputs and a single output 

with a hidden layer that contains three neurons  

 

Colposcopy is a medical procedure that observes the 

cervix, vagina, and vulva under high magnification using 

a specially designed moving microscope called a 

colposcope. Such a method of diagnosis is called 

Heinselmann diagnostics (first to describe colposcope). 

There is also a Schiller diagnosis where by applying 

Lugol's solution (iodine solution in potassium iodate) 

glycogen from surface cells binds iodine from the solution 

to the surface of the squamous epithelium, and the 

epithelium turns dark brown - known as iodine positive 

reaction which excludes with the existence of epithelial 

cell atypia. The abnormal epithelium is usually white and 

does not receive iodine - these are the so-called iodine-

negative changes. The biopsy is a method of diagnosing 

cervical cancer that takes a piece of tissue that we send for 

cytological analysis. The cytological analysis includes the 

examination of cervical cells under a microscope and 

determination of cervical cancer as well as the stage of the 

disease [14]. 

 

However, the dataset is not complete, in the translation of 

individual patients no data were available and for this 

reason, it was necessary to "clean" the dataset in order to 

train the MLP algorithm. By deleting rows that were not 

complete in the sense that they did not contain all the data 

in each column they were deleted thus reducing the dataset 

to 669 patients with all data. GridSearch (GS) was used 

for more precise results, and Cross Validation (CV) was 

used to confirm the output metrics, which legitimizes the 

result [15]. The parameter space used in the GS parameter 

optimization method to obtain a consistent solution is 

listed in Table 1. 

 

Table 1. GS Hyperparameter space used in this research 

Hyperparameter Value 

Number of hidden layers 
(50,50,50), (50,100,50), 

(100,10),(5,5,5) 

Activation 'identity', 'logistic', 'tanh', 'relu' 

Solver 'lbfgs', 'sgd', 'adam' 

Alpha 
[0.0001, 

0.05,0.001,0.1,0.008,0.5 

Learning rate 'constant','adaptive','invscaling' 

Tolerantion 1x10-4 

Maximum iteration 

number 
200,400,1000,2000 

 

When running the program code of the algorithm, five 

CVs are validated. This confirms the validity obtained 

results by avoiding the overfitting problem. 

 

3. Results and Discussion 

 

The results achieved by MLP application are presented in 

Table 2, Table 3, Table 4, and Table 5. Table 2 represents 

the output for Hinselmann, Table 3 for Schiller, Table 4 

for Cytology, and Table 5 for Biopsy. Before the 

presentation of the results, the values evaluated are the 

following mean value accuracy, the standard deviation of 

accuracy, mean value of f1 score, the standard deviation 

of f1 score, the mean value of ROC-AUC metric, and the 

standard deviation of ROC-AUC metric. 

 

 

Table 2. Results from GS for Hilsemann output 

Result metric 1st  result 2nd result 3rd  result 

Mean test accuracy 0.95 0.93 0.93 

Std test accuracy 0.02 0.04 0.02 

Mean_test_f1 0.17 0.16 0.15 

Std test f1 0.45 0.27 0.4 

Mean test roc auc 0.55 0.44 0.64 

Std test roc auc 0.29 0.23 0.22 

 

It can be seen from Table 2 that the results for Hilsemann 

vary in the vicinity of some areas. Accuracy is around 

0.93, its deviation is around 0.03, f1 score is around 0.16 
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and deviation f1 is around 0.4, RoC has values highest 

0.64 while minimum 0.44.. Hyper parameters used for 

best result were: 'activation': 'identity', 'alpha': 0.001, 

'hidden_layer_sizes': (5, 5, 5), 'learning_rate': 'adaptive', 

'max_iter': 400, 'solver': 'sgd', 'tol': 0.0001} 

Table 3. Results from GS for Schiller output 

Result metric 1st  result 2nd result 3rd  result 

Mean test accuracy 0.9 0.94 0.91 

Std test accuracy 0.02 0.02 0.04 

Mean_test_f1 0.14 0.13 0.12 

Std test f1 0.14 0.53 0.22 

Mean test roc auc 0.56 0.66 0.57 

Std test roc auc 0.1 0.19 0.31 

 

The results for Schiller are slightly more diverse compared 

to Hilsemann, in all three cases different deviations in the 

first and second result are 0.02, f1 score has different value 

in all three cases and deviations are smaller. the best 

hyperparameters were: 'activation': 'tanh', 'alpha': 0.0001, 

'hidden_layer_sizes': (50, 50, 50), 'learning_rate': 

'adaptive', 'max_iter': 1000, 'solver' : 'lbfgs', 'tol': 0.0001. 

 

Table 4. Results from GS Citology output 

Result metric 1st  result 2nd result 3rd  result 

Mean test accuracy 0.86 0.88 0.85 

Std test accuracy 0.07 0.09 0.07 

Mean_test_f1 0.29 0.26 0.24 

Std test f1 0.2 0.24 0.27 

Mean test roc auc 0.53 0.65 0.55 

Std test roc auc 0.23 0.21 0.23 

 

Looking at Table 4 it is possible to see the metrics for the 

Cytology output. The accuracy is lower compared to the 

previous two outputs, but nevertheless, the f1 score is 

higher, but unfortunately, the ROC-AUC is lower 

compared to the previous two cases. Best parameters for 

Cytology output were: 'activation': 'logistic', 'alpha': 0.05, 

'hidden_layer_sizes': (50, 100, 50), 'learning_rate': 

'constant', 'max_iter': 2000, 'solver': 'lbfgs', 'tol': 0.0001. 

 

Table 5. Results from GS Biopsy output 

Result metric 1st  result 2nd result 3rd  result 

Mean test accuracy 0.91 0.94 0.94 

Std test accuracy 0.04 0.03 0.03 

Mean_test_f1 0.19 0.13 0.13 

Std test f1 0.26 0.53 0.53 

Mean test roc auc 0.57 0.62 0.63 

Std test roc auc 0.17 0.26 0.25 

 

Comparing the previous three cases, the GS method gave 

the best results for Biopsy output, but they are still not 

nearly as good as this model. Accuracy is around 0.9, 

accuracy deviation is around 0.04, f1 score is quite low 

and its deviation is quite high, ROC-AUC values are still 

insufficient as well as its deviations. Best hyperparameters 

were: 'activation': 'tanh', 'alpha': 0.008, 

'hidden_layer_sizes': (50, 100, 50), 'learning_rate': 

'adaptive', 'max_iter': 400, 'solver': 'lbfgs', 'tol': 0.0001 

It is evident for all four output values that the results are 

not in line with expectations. Accuracy is the highest 

metric but looking at other metrics as an f1 score, RoC-

AuC shows that the results are quite low. Looking at the 

trend of growth and decline of metrics, it is evident that 

the results do not tend to improve the output metrics. 

 

4. Conclusion 

 

Based on the given results and the implementation of the 

research the results are unsatisfactory. Accuracy is high in 

all four cases, but one metric is not sufficient to accept this 

type of model. There are potentially several reasons why 

this is the case. One of them is the quality of the dataset, 

i.e. the dataset consists of many bool values that amount 

to class zero. The algorithm automatically does not have 

enough data to be able to train according to satisfactory 

values. In addition to the above reason, the potential 

problem may be the selection of the wrong parameters, 

given the limited computer resources, select those 

parameters that the local computer can withstand without 

stopping the training process of the algorithm. Further 

research can be improved by increasing the dataset with 

better quality data and training the algorithm on a high-

performance computer, We encourage future researchers 

to choose other methods besides the MLP method such as 

Support Vector classification or any other classification 

algorithms. The answer to the given question from the 

introduction is: the algorithm did not meet the stated goal 

and the model is not of sufficient quality for 

implementation, the quality of the dataset greatly affects 

the final output, and selecting multiple input variables 

does not guarantee the safety of obtaining a quality model. 

 

Acknowledgments 

 

This research has been (partly) supported by the CEEPUS 

network Ciii-HR-0108, European Regional Development 

Fund under the grant K.01.1.1.01.0009 (DATACROSS), 

project CEKOM under the grant KK.01.2.2.03.0004, 

Erasmus+ project WICT under the grant 2021-1-HR01-

KA220-HED-000031177, project Metalska jezgra 

Čakovec (KK.01.1.1.02.0023) and University of Rijeka 

scientific grant uniri-tehnic-18-275-1447. 

 

Reference 

 

[1] Petignat, Patrick, and Michel Roy. "Diagnosis and 

management of cervical cancer." Bmj 335.7623 (2007): 

765-768. 

[2] Cohen, Paul A., et al. "Cervical cancer." The Lancet 

393.10167 (2019): 169-182. 

[3] Lorencin, Ivan, et al. "Using multi-layer perceptron with 

Laplacian edge detector for bladder cancer diagnosis." 

Artificial Intelligence in Medicine 102 (2020): 101746. 

[4] Ikeda, Atsushi, et al. "Support system of cystoscopic 

diagnosis for bladder cancer based on artificial intelligence." 

Journal of endourology 34.3 (2020): 352-358. 

[5] Lorencin, Ivan, et al. "Automatic evaluation of the lung 

condition of COVID-19 patients using X-ray images and 

convolutional neural networks." Journal of Personalized 

Medicine 11.1 (2021): 28. 

[6] Blagojević, Anđela, et al. "Artificial intelligence approach 

towards assessment of condition of COVID-19 patients-

Identification of predictive biomarkers associated with 



International Student Scientific Conference Ri-STEM 2022, Rijeka, Croatia, 8th-9th June 2022. 

 

 

              

22 

                                                                                                                     

severity of clinical condition and disease progression." 

Computers in biology and medicine 138 (2021): 104869. 

[7] Vaishya, Raju, et al. "Artificial Intelligence (AI) applications for 

COVID-19 pandemic." Diabetes & Metabolic Syndrome: 

Clinical Research & Reviews 14.4 (2020): 337-339. 

[8] Taud, Hind, and J. F. Mas. "Multilayer perceptron 

(MLP)." Geomatic approaches for modeling land change 

scenarios. Springer, Cham, 2018. 451-455. 

[9] Zorins, Aleksejs, and Peteris Grabusts. "Artificial neural 

networks and human brain: Survey of improvement 

possibilities of learning." ENVIRONMENT. 

TECHNOLOGIES. RESOURCES. Proceedings of the 

International Scientific and Practical Conference. Vol. 3. 

2015. 
[10] Car, Zlatan, et al. "Modeling the spread of COVID-19 

infection using a multilayer perceptron." Computational and 

mathematical methods in medicine 2020 (2020).. 

[11] Baressi Šegota, Sandi, et al. "Frigate speed estimation 

using CODLAG propulsion system parameters and 

multilayer perceptron." NAŠE MORE: znanstveni časopis 

za more i pomorstvo 67.2 (2020): 117-125. 

[12] Nicula, Florian Al, et al. "Challenges in starting organised 

screening programmes for cervical cancer in the new 

member states of the European Union." European journal of 

cancer 45.15 (2009): 2679-2684. 

[13] Cervical cancer (Risk Factors) Data Set  

https://archive.ics.uci.edu/ml/datasets/Cervical+cancer+%28Ris

k+Factors%29 

[14] Tsikouras, Panagiotis, et al. "Cervical cancer: screening, 

diagnosis and staging." J buon 21.2 (2016): 320-325. 

[15] Lorencin, Ivan, et al. "On urinary bladder cancer diagnosis: 

Utilization of deep convolutional generative adversarial 

networks for data augmentation." Biology 10.3 (2021): 175. 

  

 

  

https://archive.ics.uci.edu/ml/datasets/Cervical+cancer+%28Risk+Factors%29
https://archive.ics.uci.edu/ml/datasets/Cervical+cancer+%28Risk+Factors%29


International Student Scientific Conference Ri-STEM 2022, Rijeka, Croatia, 8th-9th June 2022. 

 

 

              

23 

                                                                                                                     

ISBN: 978-953-8246-26-5 

 

Predicting fertility problems in men using MLP and SVM 
Antonia Burić1*, Anja Režek2 

 
1 Faculty of Engineering, University of Rijeka, Vukovarska 58, 51000 Rijeka, Croatia, 

aburic@riteh.hr. 
2 Faculty of Engineering, University of Rijeka, Vukovarska 58, 51000 Rijeka, Croatia, 

arezek@riteh.hr. 

 

Abstract: The purpose of this article is to predict fertility problems in men using previously given dataset and two classifier methods, MLP and SVM. Some of 

Python libraries which have been used during this research and are worth mentioning are sklearn.neural_network, sklearn.model_selection and 

sklearn.metrics. The neural network architecture which was used is a multilayer perceptron (MLP) and a support-vector machines (SVM), and for training is 

used trial and error method, in that method parametars are randomly chosen for code implementation. Also, the fertility quality is evaluated using AUC ROC 

metrics. After implementation it can be concluded that training takes longer with increasing the number of neural networks hidden layers. However, this 

reduces the potential error. After working on this project, satisfactory results were obtained with an accuracy of 87% MLP method and 93% SVM method. In 

conclusion, the statement was made that the initial hypothesis was fulfilled and that the SVM method achieves the better results faster and easier than the 

other method. 

Keywords: Artificial intelligence, Machine Learning, MLP, SVM, AUC ROC metrics, Multilayer Perceptron 

  

1. Introduction 

 

The problem to be solved is the prediction of men’s 

fertility using a multi-layered perceptron. The research [3] 

showed that fertility rates have dramatically decreased in 

the last two decades, especially in men. It has been 

described that environmental factors, as well as life habits, 

may affect semen quality. Artificial intelligence 

techniques are now an emerging methodology as decision 

support systems in medicine. By correctly adjusting the 

parameters of the multilayer perceptron, more accurate 

results are obtained. 

The data used in this project contains ten groups of 

parameters, which are: 

• Season in which the analysis was performed 

• Age at the time of analysis 

• Childish diseases 

• Accident or serious trauma 

• Surgical intervention 

• High fevers in the last year 

• Frequency of alcohol consumption 

• Smoking habit 

• Number of hours spent sitting per day 

• Output, Diagnosis normal (N) or altered (O) 

 Based on the given data, the main goal is to train the 

neural network to predict fertility of men with as much 

accuracy as possible. The assumption is that better results 

will be obtained by the SVM method. 

 

2. Methodology 

 

The neural network must be viewed as a system with input 

and output data. The multilayer perceptron is the most 

known and most frequently used type of neural network.  

This architecture is called feedforward (Fig.1). Multilayer 

perceptron is a type of a feed-forward neural network 

characterized by a single output, multiple inputs and one 

or more hidden layers [8]. Figure 1. explains the 

architecture in more detail: Multilayer perceptron is a 

neural network learning algorithm with a teacher 

(supervised learning) that learns a function 

 f(∙): R^m→R^o   

on a given set of data where m represents the number of 

input dimensions, and o represents the number of output 

dimensions. For a given set of input data: X= x_1, x_2, 

x_m and a given set of output data y, a neural network can 

learn an approximate nonlinear function for classification 

or regression.  

 

 

 
 

 

Figure 1. MLP – Multi Layer Perceptron 

 

MLP is widely used for solving problems that require 

supervised learning as well as research into computational 

neuroscience and parallel distributed processing. 

Applications include speech recognition, image 

recognition and machine translation. 

 

Support vector machines (SVMs) are a set of supervised 

learning methods used for classification, regression and 
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outlier’s detection. However, it is mostly used in 

classification problems. Originally, SVM is a binary 

classifier that works by identifying the optimal hyperplane 

and correctly divides the data points into two classes. 

There will be an infinite number of hyperplanes and SVM 

will select the hyperplane with maximum margin. The 

margin indicates the distance between the classifier and 

the training points (support vector). Figure 2 illustrates the 

basic idea of support vector machine [6]. 

 

  

 

                Figure 2. SVM – Multi Layer Perceptron  

 

 

A number of techniques can be used to expand the 

classifier from binary to multiclass. 

 AUC ROC is one of the most important evaluation metrics 

for any classification model’s performance.   

 

 

 

 

Figure 3. AUC ROC Curve 

 

 

ROC (Receiver Operating Characteristic) Curve tells us 

about how good the model can distinguish between two 

things. Better models can accurately distinguish between 

the two. Whereas, a poor model will have difficulties in 

distinguishing between the two [10]. 

 

On the figure 3. is a sketch with a basic idea of the model 

predicting correct and incorrect values with respect to the 

threshold set.  The more the AUC ROC value moves away 

from 0.5 to 1 or 0, the accuracy gets better and better. If 

it's 1, that's an ideal situation. 

 

 

    Figure 4: Representation of AUC ROC idea  

 

 

4. Results and Discussion 

 

During the neural network training 75 percent of the data 

has been taken and the remaining data (25 percent) for 

testing. The method used in neural network training is a 

trial and error method. With random selection of 

parameters required for network training, satisfactory 

results were obtained.  

The best results are shown in Table 1 and Table 2. The 

tables below serve to show the best results obtained by 

randomly selected parameters of each of the classification 

methods used. In the MLP method, four parameters were 

selected to implement the classification: Hidden layer, 

Activation, Solver and Max_iter. In the SVM method, 

randomly selected parameters are: C = l, kernel = i, 

gamma = j, shrinking = k, probability = m, max_iter = p, 

decision_function_shape = n. Defaulted value parametars 

which are used are: coef0 = 0.0, degree = 3, cache_size = 

200, class_weight = None, verbose = 0. 

 

 
Table 1. The best results obtained with MLP classifier  

Hidden 

layer 

Activation Solver Max_iter AUC 

6 tanh lbfgs 500 0,8696 

6 identity sgd 10 0,8478 

6 relu lbfgs 150 0,7283 

6 tanh sgd 10 0,7065 

 

Despite the fact that the training lasts longer, in this case 

it is noticeable that the best result was obtained with a 

larger number of iterations. 
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Table 2. The best result obtained with SVM classifier 

C 1 0.5 1 1 

Kernel linear linear linear linear 

Gamma scale scale scale scale 

Shrinking 1 1 1 0 

Probability 0 0 1 0 

Dec.fun.sha

pe 

ovo ovr ovo ovo 

Max_iter 10 10 10 10 

AUC ROC 0.9248 

 

In addition to the parameters that are constant, the values 

listed in the table have changed. The table shows some of 

the combinations that gave the highest accuracy. It can be 

noticed that the combinations are quite similar. For a 

dozen combinations, one accuracy was obtained, much 

higher accuracy than the MLP method, amounting to 93%. 

But all the other combinations gave very little accuracy, 

amounting to about 0.5 or exactly 0.5, which is extremely 

bad for the AUC metric.  

4. Conclusion 

 

The aim of the paper, which was to obtain high accuracy 

of fertility assessment in men, was successfully fulfilled, 

with an accuracy of 87% in the case of working with the 

MLP method and 93% accuracy with the SVM method. 

The obtained results satisfied the initial thesis. The SVM 

method made it extremely easy and faster to achieve an 

extremely good result. 
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Abstract: Computer vision is a branch of artificial intelligence that is experiencing accelerated growth in a wide variety of application areas, including 

medicine, with object detection being one of its primary tasks. One of the algorithms that enables accurate real-time object detection is the 

YOLO (You Only Look Once) algorithm which reframes object detection as a regression problem. In this paper the fifth version of YOLO, YOLOv5, 

is used to train a model which task is detecting tumor cells on the urinary bladder. The model is successfully trained and tested on CT and MRI scans of the 

abdomen resulting in 92.5% accuracy. In the future it can be used with diagnostic devices to perform real-time tumor detection. 
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1. Introduction 

 

Urinary bladder cancer is one of the most common 

genitourinary malignant diseases. [1] It is usually detected 

in its early stages and, hence, treatable and curable. The 

risk of reocurrence remains, so regular checkups and 

proper diagnosis are mandatory. The grand goal of future 

medicine is in using the potential of rapidly developing 

artificial intelligence (AI) to tailor medical diagnosis, 

decisions, health practices and therapies to the individual 

patient. [2, 3] A branch of AI that is experiencing 

accelerated growth in a wide variety of application areas, 

including medicine, is computer vision (CV). [4, 5] CV 

allows computers and systems to extract, process and 

interpret useful information from digital images, videos, 

and other visual input. [6, 7] One of its primary tasks 

is object detection which consists of detecting and 

classifying instances of semantic objects of a certain class 

in digital images and video. [8, 9, 10] To be able to do so 

it often uses deep learning methods and algorithms based 

on neural networks. [3, 9, 10] One of the  algorithms that 

enables accurate real-time object detection is the 

YOLO (You Only Look Once) algorithm. It 

exists since 2015 and reframes object detection 

as a regression problem using a single neural 

network. [8, 11] The algorithm divides the input 

images into grids, which each cell has a different detection 

task. [12]  It has been upgraded to five versions 

with the latest being YOLOv5, and performs 

with great accuracy and speed. [8] It is written 

using Python language and Pytorch framework. The 

YOLOv5 architecture contains four architecture with 

YOLOv5s as the basic one. [11]  

In this paper, YOLOv5s is used to train a model tasked to 

detect tumor cells on the urinary bladder on frontal CT and 

MRI scans of the abdomen. The used dataset  consisted of 

mentioned scans stored in .jpg format and corresponding 

labels created with Labellmg, a free software which 

enables annotation of image and video data and stores it in 

.txt format supported by YOLO algorithms. [13] 

 

 

2. Methodology 

 

As previously stated, the image dataset in .jpg format used 

in object detection training consisted of 360 frontal CT 

and MRI scans that showed tumor cells on the urinary 

bladder of various subjects. Figure 1. a) and Figure 1. b) 

represent frontal CT and MRI scans of the abdomen, 

respectively.   

 

 
a) 

-  

b) 

Figure 1. Frontal abdomen a) CT scan, b) MRI scan 

 

Before starting the training each image had to be annotated 

using already mentioned Labellmg software.  The 

annotation was performed by using bounding boxes 
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around areas containing tumor cells as shown in Figure 2 

that results in corresponding .txt files given in Figure 3. 

 

 
a) 

 
b) 

Figure 2. Bounding boxes around tumor cell areas on the frontal 

abdomen a) CT scan, b) MRI scan 

 

 
a) 

 
b) 

Figure 3. .txt files corresponding to bounding boxes around tumor cell 

areas on the frontal abdomen a) CT scan, b) MRI scan 

 

The images alongside with their labels were then used in 

training of the YOLOv5 model.  

The open source code for YOLOv5 algorithm with a 

pretrained model for transfer learning was downloaded 

from GitHub platform and modified to fit one class object 

detection on grayscale input images. [14] It was 

implemented and executed in a Google Colaboratory 

notebook which offers free and powerful GPU with time-

limited access.  

 

3. Results and Discussion 

 

The training was performed for 1800 epochs resulting in 

loss function given in Figure 4. 

 

 
Figure 4. Loss function 

 

The trained model's parameters (weights) were saved in a 

.pt format file and tested on another 40 frontal abdomen 

scans, which the model has not "seen" before. The 

accuracy of tumor cells detection was 92.5%. Examples of 

successful detection are given in Figure 5. 

 

4. Conclusion 

 

Concluding on the obtained results. The training of 

YOLOv5 model used for detection of the urinary bladder 

cancer has been successful and resulted in 92.5% 

detection accuracy which is considered as satisfactory in 

medical application of detection algorithms. 

Henceforward, this method can be used with horizontal 

and sagittal scans of the abdomen to obtain a further 

insight into patient's condition and even implemented with 

MRI and CT devices to enable real-time tumor cells 

detection.  
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a) 

 
b) 

Figure 5. Tumor cells detection on frontal abdomen a) CT scan, b) MRI 

scan 
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1. Introduction 

 

The permanent magnet synchronous motor (PMSM) is 

very popular and is used in many industrial applications 

due to its superior torque and power density. Preventing 

motor failure and ensuring long time usage along with 

high effectiveness is the key and that leads to temperature 

problems. In the stator there is a problem with 

deteriorating protective coating which can lead to partial 

discharge, reduction of lifespan and faults. Rotor 

problems are related to the decrease of PM flux which can 

lead to irreversible demagnetization of the magnets [1]. 

And finally, sensors that are hard to implement, are 

usually irreplaceably embedded and their functionality 

degrades.  Motors are not cheap and easy to get so it is 

crucial to use as much overload potential as possible 

without damaging or shortening their lifespan. That is the 

reason for researching newer accurate real-time estimates 

of the temperature [2]. 

In this paper, the authors used a dataset related to [2] that 

contains many measurements related to specific parts of 

the PMSM that are shown in figure 1. Specific interest was 

in stator yoke whose temperature was estimated. 

 

 
Figure 1. Pm motor 

 

There are a lot of temperature estimation techniques but 

among the most successful are lumped-parameter thermal 

networks (LPTNs) which label equivalent circuit 

diagrams approximating inner heat transfer built on 

thermodynamic theory. In [2] is presented that using a 

neural network (NN) can show better results. Recurrent 

NNs and convolutional NNs (CNNs) are used because 

they achieve high estimation accuracy without having to 

retrieve domain expertise. That leads to the author's idea 

‘Is it possible to implement multilayer perceptron (MLP) 

for temperature estimation of PMSM?’. In this paper, it 

will be shown how MLP was configured and tested and 

how the temperature was estimated. Inspiration to use 

MLP was from successful implementations of neural 

networks reported in [4,5,6,7]. 

 

2. Materials and methods 

 

The data set [2] comprises several sensor data collected 

from PSMS deployed on a test bench. Test bench 

measurements were collected by the LEA department at 

Paderborn University. The dataset consists of 185 h 

multivariate measurements sampled at 2Hz. The motor is 

torque-controlled while its speed is determined by a 

speed-controlled load motor. Temperatures were 

measured with embedded thermocouples, and the rotor 

temperature is represented by the average PM surface 

temperature across four sensors. The data set has 13 

columns and each of them represents a variable, while 

each row (1330816) represents one snapshot of sensor 

data at a certain time step. Since sample data is 2 Hz there 

is one row per 0.5 s. Used data set is large and contains a 

lot of data. In table 1 all variables are listed by name along 

with basic static analysis. Voltages u_q and u_d represent 

the d and q component of voltage in the d-q system, 

similarly, i_q and i_d represent current. Motor speeds are 

shown in rotations per minute and torque in Nm. All other 

variables are the temperatures of different parts of the 

motor. Temperatures of all parameters vary from room 

temperature to over 100 degrees which is expected under 

load.  

Table 1. Dataset variable explanation and static analysis. 
NAME UNIT MIN MAX MEAN STDEV 

U_q V -25.3 133 54.3 44.2 

coolant °C 10.6 102 36.2 21.8 

Stator 

winding 

°C 18.6 141 66.3 28.7 

U_d V -132 131 -25.1 63.1 

Stator tooth °C 18.1 112 56.9 23 

Motor 

speed 

RPM -276 6000 2200 1860 

I_d A -278 0.05 -68.7 64.9 

I_q A -293 302 37.4 92.2 

pm °C 20.9 114 58.5 19 

Stator 

yoke 

°C 18.1 101 48.2 20 

Ambient °C 8.78 30.7 24.6 1.93 

torque Nm -246 261 31.1 77.1 
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The next step in analyzing the data set is a correlation. 

Correlation is a statistical measure that expresses the 

strength of the relationship between two variables. 

Positive correlation occurs when two variables move in 

the same direction, and negative is when they move in the 

opposite direction. It is important to use correlation to 

determine the cause and effect relationship between 

variables in the data set. Using Seaborn [8] correlation 

heatmap from figure 2 was created. The correlation was  

 calculated using Pearson and Spearman correlation 

coefficients that gave identical results. Heatmap helps 

visualize the strength of relationships between numerical 

variables that give us insight into how to move on with 

this paper. It was detected that stator_yoke has a good 

correlation with many variables so it was chosen as a 

variable that will be predicted with MLP regressor. 

MLP is a feed-forward artificial neural network (ANN) 

that consists of three-layer types populated with neurons. 

The first layer is the input layer while the last layer is the 

output layer while all other layers in between are hidden 

layers. Feed-forward means that inputs are combined with 

the initial weights in a weighted sum and subjected to the  

activation function. Weights are coefficients that represent 

summated values from neurons in previous layers and are 

fed to the next layer. The main thing is an iterative 

adjustment of weights in the network which is called 

backpropagation. In each iteration, after the weighted 

sums are forwarded through all layers error is calculated. 

Then backpropagation happens and weights of the first 

hidden layer are updated according to the error. The 

described process happens until the error hasn’t changed 

more than a threshold compared to the previous iteration 

[4,5,7]. To learn and optimize MLP scikit-learn was used 

[9,10]. In this paper, Adam was the main solver for weight 

optimization. It worked well on a relatively large dataset 

which is expected according to [10]. Other solvers were 

tried but Adam gave consistently good results. Choosing 

other parameters of MLP regressor was at random from a  

 

defined range. Table 2 has presented all parameters and 

their range that were used in training. Activation is a 

parameter that describes the activation function for the 

hidden layer. Identity or linear activation function, logistic 

is a sigmoid function, tanh the hyperbolic tan function, and 

ReLU the rectified linear unit function. The initial 

learning rate controls the step size in updating the weights. 

Alpha or L2 regularization parameter removes a small 

percentage of weights at each iteration. Beta1 and beta2 

are parameters used only for Adam and they represent 

exponential decay rate for estimates of the first and second 

moment vector. According to [11] most important 

configuration parameters for Adam are alpha, beta1 and 

beta2. Their recommended values are in the default 

column of table 2. 

 

Table 2. Hyperparameters and their values. 

HYPERPAR

AMETER 

LOWER 

BOUNDARY 

UPPER 

BOUNDARY 

DEFAULT 

Number of 

Hidden 

layers  

0 5 1 

Number of 
neurons 

30 150 100 

Activation Identity, Logistic, Tanh, ReLU 

Learning 

rate 

Adaptive, Constant, 

Invscaling 

Constant 

Initial 

learning 

rate 

0.0001 0.01 0.001 

Alpha 0.00001 0.01 0.0001 

Max 

iteration 

10000 100000 200 

Beta 1 0 1 0.9 

Beta 2 0 1 0.999 

No change 10 50 10 

 

It is essential to evaluate the accuracy of the model. In this 

paper, three parameters were used. According to [12] 

formulas and explanations were given. R-Squared or 

coefficient of determination represents the coefficient of 

how well the values fit compared to the original values. 

The value ranges from 0 to 1 which is interpreted as 

percentages. A higher value represents a better model. It 

is defined by the formula (1) where 𝑦̂ is predicted value of 

y, and 𝑦̅ is mean value of y. 

 

𝑅2 = 1 −
∑(𝑦𝑖 − 𝑦̂)2

∑(𝑦𝑖 − 𝑦̅)2 , (1)  

Figure 2. Correlation Heatmap 

 



International Student Scientific Conference Ri-STEM 2022, Rijeka, Croatia, 8th-9th June 2022. 

 

 

              

31 

                                                                                                                     

Mean absolute error (MAE) represents the difference 

between the original and predicted values averaged by the 

absolute difference over the dataset. It is defined by the 

formula (2) where variables have the exact meaning as in 

formula (1) 

 

𝑀𝐴𝐸 =
1

𝑁
∑|𝑦𝑖 − 𝑦̂|

𝑁

𝑖=1

, (2) 

 

Root mean squared error (RMSE) is the error rate by the 

square root of MSE. Defined by the formula (3). For MAE 

and RMSE result can be any positive number, closer to 

zero represents a better result. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑦𝑖 − 𝑦̂)2

𝑁

𝑖=1

, (3) 

 

3. Results and discussion 

 

Training was done using Spyder from Anaconda navigator 

on a desktop pc with 16 GB of RAM and AMD FX 8350 

8 core processor. Training data used 30% of the dataset 

and MLP regressor had random selection of 

hyperparameters from table 2. Training did well but took 

fairly long and a lot of results got high evaluation 

parameters. Many models got R2 of over 0.95, MAE and 

RMSE values lower than 1. Many of successful models 

had zero hidden layers and maybe the most successful 

model used recommended parameters for MLP regression 

using solver Adam. Result of that model is shown in figure 

3. It is visible that predicted data from the test data set 

follows real data great, and there is little to none deviation 

to real data. Most successful models with their 

hyperparameters and evaluation parameters are in table 3. 

Model shown on figure 2 is Model 2 from table 3. In 

general best models had one hidden layer with 60-110 

neurons. Model closer to the default MLP parameters for 

Adam performed better.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3. Models with hyperparameters 

HYPERPAR

AMETERS 
MODEL 1 MODEL 2 MODEL 3 

Hidden 

layers + 

neurons 

() (100,) (144, 31) 

Activation relu / relu 

Solver adam Adam adam 

Alpha 0.00608 0.0001 0.00957 

Learning 

rate 

constant / adaptive 

Learn rate 

init 

0.0010886

085113552

774 

0.001 0.0046202

847761008

655 

Max iter 34225 69043 21804 

Shuffle True True True 

Beta 1 0.4907991

515626799

5 

0.9 0.7133305

486357291 

Beta2 0.5647331

81031462 

0.99 0.4625096

20204692 

No 

change 

26 36 22 

R2 0.9970873

778636159 

0.9986171

197189755 

0.9973551

046008468 

MAE 0.8299110

002763045 

0.5147797

298115492 

0.7550857

408894963 

RMSE 1.0782566

71839985 

0.7429718

734802531 

1.0275059

175083538 

 

3. Conclusion 

 

Starting hypothesis ‘Is it possible to implement multilayer 

perceptron (MLP) for temperature estimation of PMSM?’ 

was proven. Using MLP for temperature estimation was 

successful and it is obvious that using simpler methods 

can be effective. In the future it is possible to do more 

testing with less input variables and to test estimation of 

other variables in the rotor which are much harder to 

measure than on the stator of the motor. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Predicted data of test data set compared to real data 
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Abstract: Gas emissions from power plants and gas turbines use fossil fuels as their energy source and have a detrimental effect on people and the 

environment, one of the harmful gases obtained by burning fossil fuels is Nitrogen Oxide which can have harmful effects on humans. This research boils 

down to the use of artificial intelligence algorithms from the scikit-learn library that can potentially predict future NOx values from a gas turbine. The 

research was conducted on a publicly available data set from a gas turbine in Turkey. Linear models Linear regression, Ridge, Stochastic gradient descent, 

ExtraTreesRegessor, GradientBoostingRegressor, and RandomForestRegressor were used, with the best result obtained using 

GradientBoostingRegressor, with R2 and MSE being 0.9 and 12.60. The conclusion is that a simple approach could not provide sufficient quality results for 

the use of the model.  
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 1. introduction 

 

Electricity is one of the most important energies of today 

without which today's world would be unthinkable. 

Almost every company, household institution, etc. uses at 

least one electrical appliance, be it a computer or a light 

bulb, and of course, the question arises of electricity 

supply, ie what is a quality way of producing electricity 

that will meet the needs of today. There are various ways 

to produce electricity such as fossil fuel power plants, and 

renewable energy sources such as solar, wind, water, and 

biomass, but not all are effective and applicable 365 days 

a year.  Due to the unprofitability of investing in 

renewable energy sources, today's consumer world is still 

based on conventional fossil power plants on coal and gas, 

which of course emit a variety of harmful gases like 

Nitrogen Oxide (NOx) and Carbon monoxide (CO) that 

cause ozone holes and climate change [1]. Due to climate 

change, numerous studies are being done, so Mahmut 

Dirik in [2] uses a hybrid algorithm, in this case, an 

Adaptive neuro-fuzzy inference system combined with a 

genetic algorithm (ANFIS - GA) for the potential 

prediction of CO and NOx emissions where with a 

coefficient of determination he obtained results which 

varies between 0.79933 and 0.90363 for the data separated 

into test and training data with different rates. The 

minimum values for the metrics Mean squared error 

(MSE), Root mean square error (RMSE), the standard 

deviation of the error (STD), and mean absolute 

percentage error (MAPE) were 24.8379, 4.9838, 4.9839, 

and 5.1660 and the minimum errors, ie values in the test 

set were 6.5961, 5.1571, 5.157, and 5.3695, respectively 

[2]. Research made by Alan Rezazadeh [2], presents the 

K-Nearest-Neighbor (KNN) algorithm for potentially 

predicting NOx emissions from natural gas electrical 

generation turbines. The research indicates the importance 

of electricity itself and maintaining electrical plants 

because the age of individual elements and structures 

greatly affects the degradation of equipment quality. 

Research also indicates the importance of a quality dataset 

in this case KNN performed with accurate prediction rates 

with a comparably bigger dataset of this kind of problem. 

Derrick Adams at. El. in their research [3] developed Deep  

Neural Network (DNN) and Least Squares Support Vector 

Machine (LSSVM) algorithms for predicting Sulphur 

oxide and Nitrogen oxide (SOx-NOx) emissions in coal-

powered power plants. The results show that training 

without possible assumptions can improve the accuracy of 

the testing phase by a minimum of 10%, and the 

coefficient of efficiency can value up to 0.8925 and 0.994 

for SOx and NOx respectively.  

 

In this study, the aim is to try to find an approach simpler 

and more conventional than the computer-intensive 

algorithms for predicting NOx emissions. Several 

methods were used, of which the one that gave the best 

results in the elimination system was taken in the end.  The 

hypotheses of this paper are as follows: 

• is there a regression model that can accurately 

predict NOX emissions based on a given dataset, 

• whether the dataset depends on the outcome of 

the algorithm results and 

• is the obtained model used to predict the values 

of NOX and CO? 

 

2. Methodology 

 

This chapter covers the methodology used for this 

research. Machine learning (ML) is formulated as 

“minimizing the problem” of losing function versus a 

given set of examples (training set). This feature expresses 

the discrepancy between the values predicted by the model 

being trained and the expected values for each example 

case. The goal is to train a model with the ability to 

correctly predict a set of cases that are not present in the 

training set. The method by which it is possible to 

distinguish different categories of an algorithm is the type 

of result expected from a particular machine learning 

algorithm. Among the main categories it is possible to 

find: 

• classification: inputs are divided into two or 

more classes and the learning system must 

produce a model that can assign one or more 

classes among those available to the input. 
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These types of tasks are usually solved using 

supervised learning techniques. An example of 

classification is the assignment of one or more 

labels to an image based on the object or objects 

contained therein, 

• regression: conceptually like the classification 

with the difference that the output has a 

continuous and not discrete domain. It is usually 

managed under the supervision of learning. An 

example of regression is estimating the depth of 

a scene from a color image display. 

 

The domain of the output in question is almost infinite and 

is not limited to a certain discrete set of possibilities. Since 

regression models are required for prediction, they can be 

found in the Python software library scikit-learn, which 

offers multiple selections of regression methods [4]. An 

example of a regression line can be found in Figure 1.   

 

 
Figure 1. Example of a linear regression line for predicting future 

values in the dataset 

 

Figure 1 shows several elements of linear regression. The 

linear regression consists of the direction Ey shown in 

Equation 1, this direction passes through the smallest 

distance between mutually defined points from the data 

set. 

𝐸𝑦 = 𝑏0 + 𝑏1𝑥  (1) 

 

If Ey is a linear function of x, then the coefficient next to x 

b1 is the coefficient of the direction which is the graph of 

the function Ey. In other words, the direction can be 

written algebraically, in the form of equation (1). Where x 

is the argument of the function, b1 is the direction 

coefficient, and b0 is the segment on the y axis [4]. In 

addition to the linear regression, more complex regression 

methods combine higher-degree polynomials to better 

approximate the future values of previously given points. 

Furthermore, a polynomial regression from Figure 2 [5] is 

reported based on an unevenly distributed data set. Figure 

2 represents the process of minimizing the error by adding 

the degree of the polynomial when approximating the 

points, the figure shows 3 polynomials from the first to the 

third degree. The first degree (green dashed line) poorly 

approximates values, the second degree (blue dotted line) 

affects some values, but not enough for quality 

approximation, and the third degree (red solid line) affects 

almost completely without error all values of the data set 

[5]. 

 

 
Figure 2. Representation of polynomial regression  

 

The first degree (green dashed line) poorly approximates 

values, the second degree (blue dotted line) affects some 

values, but not enough for quality approximation, and the 

third degree (red solid line) affects almost completely 

without error all values of the data set [5]. The above 

methods are trivial, the conventional approach is shown in 

Figures 1 and 2, but more complex solutions are needed 

for some challenges. They are achieved using hybrid 

methods (merging multiple artificial intelligence (AI) 

algorithms into one). Thus, in the case of [6] Ivan 

Lorencin at. el. uses an approach to estimate power output 

in a power plant using a genetic algorithm (GA) and a 

Multilayer Perceptron (MLP). The research aimed to 

increase the performance of MLP compared to the 

heuristic algorithms used in previous research [6].  

 

This research was approached in the way that, as 

mentioned above, an attempt was made to try from the 

simplest method to a hybrid; ensemble method to obtain a 

regression model for the approximation of NOx emissions. 

A publicly available dataset [7] from the UCI Machine 

learning repository entitled “Gas Turbine CO and NOx 

Emission Data Set Data Set” was used in this study. The 

data set contains 36733 instances of 11 sensor measures 

aggregated over one hour, from a gas turbine located in 

Turkey to study flue gas emissions, namely CO and NOx. 

Measured values from the dataset are:  

• Ambient temperature (AT) [°C],  

• Ambient pressure (AP) [mbar],  

• Ambient humidity (AH) [%],  

• Air filter difference pressure (AFDP) [mbar],  

• Gas turbine exhaust pressure (GTEP) [mbar],  

• Turbine inlet temperature (TIT) [°C],  

• Turbine after temperature (TAT) [°C],  

• Compressor discharge pressure (CDP) [mbar],  

• Turbine energy yield (TEY) [MWH],  

• Carbon monoxide (CO) [mg/m3] and  

• Nitrogen oxides (NOx) [mg/m3]. 
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A correlation heatmap in Figure 3. describes the 

relationships between values in each dataset. This means 

that it describes how one variable affects another, with a 

value of 1 indicating that the reference value correlates 

with the target value, and -1 denoting the opposite effect. 

For example, TEY highly correlates with CDP which is 

obvious because with greater air intake turbine can yield 

more energy. If the vital values of CO and NOX are 

observed, no value directly correlates with other system 

variables, on the contrary, more variables do not correlate 

than correlate, which is a great challenge in predicting 

future NOX values. The data set needed to be scaled 

because of extreme peaks in values for almost every 

variable. This makes it easier for the algorithm to load data 

to predict future values in its training set, values are 

limited to -1 to 1 instead of hitherto unbalanced ratios. 

After performing the previous actions, the dataset is ready 

for implementation into AI regression algorithms. 

 

 

Figure 3. Correlation heatmap of all variables from a given dataset 

 

Dataset is scaled and adjusted with StandardScaler from 

the scikit-learn package. The last step in regression 

research is by using ensemble methods of regression. 

Ensemble methods aim to combine the prediction of 

several basic estimators built with given learning 

algorithms, thus improving the generalization of 

robustness relative to a single estimator. There are two 

categories of ensemble methods: The method comes down 

to taking two estimators and looking at the mean value of 

each. On average, a combined appraiser is usually better 

than any single base appraiser because its variant is 

reduced. Some examples are: RandomForestRegressor, 

ExtraTreeRegressor, and BaggingRegressor. In contrast, 

in reinforcement methods, basic estimators are built 

sequentially, and attempts are made to reduce the bias of 

the combined estimator. The motivation is to combine a 

few weak models to produce a powerful ensemble. A 

summary of the methodology is as follows: first 

conventional and trivial methods like linear regression 

were used, then variations on a linear method like Ridge 

regression were used, and then ensemble regression 

methods were used. 

 

3. Results and Discussion 

 

After a detailed training of the algorithms for adjusting the 

parameters, the results are obtained. The assumption is 

that the simplest methods will get the worst results, which 

is true in this case. While hope, that more complicated 

ensemble methods will get better metrics than similar 

linear models still exist. Specific metrics are used to 

display the results, in this case, R2 and MSE were used, 

which was defined in the introductory chapter of this 

article. At least 2 metrics need to be considered when 

calculating metrics. The reason for this is the 

"misconception" of the accuracy of the results, for 

example, R2 can be shown to be 1 or close to 1 if the trend 

of the curve is similar, i.e., the same as the movement of 

points but for example, can be completely dislocated in 

relation to the actual result. Starting from linear regression 

models, the results are as follows:  
• linear regression,  

• ridge linear model and  

• stochastic gradient descent (SGD) regression. 

 

After that, ensemble AI algorithms were used:  
• ExtraTreesRegressor,  

• GradientBoostingRegressor and  

• RandomForestRegressor. 

 

Table 1. shows the results for R2 and MSE for all used algorithms 

Algorithm R2 MSE CV 

Linear Regression 0.55 58.80 NO 

Ridge 0.54 58.79 NO 

RidgeCV -31.32 4318.13 YES 

SGD 0.56 58.90 NO 

ExtraTreesRegressor 0.62 12.74 YES 

GradientBoostingRegressor 0.90 12.60 YES 

RandomForestRegressor 0.88 15.44 YES 

 

Table 2. Hyperparameters used for best-given results 

Algorithm Best hyperparameters 

RidgeCV 

‘alphas’ : [ 1.0], 

‘fit_intercept’: [False], 
‘scoring’:[‘negative mean 

squared error’] 

ETR 

'criterion’: 
['squared_error'], 

'splitter': [16], 

'max_depth': [16], 
'min_sample_split': [6], 

'min_samples_leaf':[16], 

'n_estimators': [100], 
'criterion': ['mse'] 

GBR 

n_estimators':[250], 

'learning_rate': [0.05], 

'max_depth':[6], 
'min_samples_leaf’: [3,], 

'max_features’: [0.5]} 

RFR 
'n_estimators': [1000], 
'max_depth': [3], 

'min_samples_split': [3] 

 

It is possible to read some results from Table 1. Thus, 

starting from linear regression models, it is evident from 

the metrics that the results are not even close to 
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satisfactory. Thus, for example, basic linear regression 

gives R2 of 0.55 and MSE of 58.80. This is a rather poor 

result since R2, i.e., the predicted regression line, shows 

50% different, i.e., wrong values than they should be. The 

mean square error is 58.80 in this case MSE for the line is 

calculated as the average of the sum of squares for all data 

points. Ridge has similar results as linear regression. R2 is 

0.53 while MSE is 58.79. The reason for this is some 

similarities in each of the algorithms. Ridge with 

CrossValidation is the worst of all regression models 

offered by scikit-learn for solving this kind of problem. 

The R2 score is negative, which means that the complete 

approach to solving this challenge is just a waste of time. 

It does not predict any value from a given dataset and its 

square error value is very high. After that, the last in the 

trivial linear model’s SGD algorithm has a value of R2 and 

MSE in the amount of 0.56 and 58.90. The results are also 

unsatisfying and not usable in any way. By switching to 

ensemble methods, better results are achieved. For 

example, ExtraTreeRegressor (ETR) results in R2 and 

MSE of 0.62 and 12.74. The results compared to the linear 

models are better but further research is needed to improve 

the results and get a model satisfactory for NOX prediction. 

GradientBoostingRegressor (GBR) gets the best results of 

all the artificial intelligence algorithms used so far. R2 is 

0.9 while MSE is 12.60. However, it is evident from the 

square error that additional elaboration of the problem is 

needed, which would give even better results. The last in 

a series of algorithms used is RandomForestRegressor 

(RFR) which received R2 and MSE in the amount of 0.88 

and 15.44 which is high but not high enough for use as a 

real model prediction. All ensemble models were 

validated using 3 k-fold Cross Validation. 

 

4. Conclusion 

 

Emission emissions prediction is a major challenge that 

needs to be addressed as soon as possible. Emissions of 

harmful gases affect the harmony of life, and it is 

necessary to stabilize it as soon as possible. Based on 

research and the use of some AI models to attempt to 

predict NOX emissions, inadequate results have been 

obtained for real-world use and real-world problems. The 

best result was given by GBR in the amount of R2 and 

MSE 0.90 and 12.60, but the results should be even more 

accurate and of better quality, than obtained. As for further 

research, engineering scientists are invited to get better 

results than shown. The proposal is to redistribute the data 

set used in this paper. In this paper, a whole set of data of 

5 years was considered and a model was trained. The 

results can potentially vary from those obtained. In 

addition, it is recommended to take other similar 

algorithms and get even better results, for example, take 

the ExtreemeGradientBoost (XGBoosst) algorithm and 

train it with more diverse hyper parameters. Or use a 

different approach like Artificial Neural Network [9] or 

different ML and Evolutionary Computing methods to 

solve this challenge [10]. 
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1. Introduction 

 

Synchronous motors are used as servo drives in 

applications such as computer peripherals equipment, 

robotics, and adjustable-speed drives in variety of 

applications such as load-proportional capacity-

modulated heat pumps, large fans, and compressors. 

 

In a synchronous motor rotor normally rotates at the same 

speed as the revolving field in the machine. The stator is 

like that of an induction machine consisting of a 

cylindrical iron frame with windings, usually three phases, 

located in slots around the inner periphery. Main 

difference is in the rotor, which normally contains an 

insulated winding connected through slip rings or other 

means to a source of direct current. 

 

It is difficult to represent relationships between SM 

parameters mathematically, as they are complex and 

nonlinear. The task is to create the strong models to 

estimate the excitation current of SM.  

Two models are trained and represented their result in later 

section, MLP and SVR. There is a brief explanation of the 

methods, comparison of result and accuracy of the 

estimator models in the next chapters. [1][2] 

 

 
Figure 1. Synchronous motor scheme  

 

 

 

 

 

 

 

 

2. Methodology 

 

Dataset consists of load current, power factor, power 

factor error, excitation current and rate of change of 

excitation current. By analysing the columns of the dataset 

with Pearson correlation coefficient, one can see strong 

positive correlation with itself for each feature on diagonal 

of the matrix. If only the first row is observed, we can see 

correlation between the Iy (load current) and all other 

columns or features in our dataset. Power factor has a 

negative 0.04 corelation with Iy, which implies virtually 

no correlation between parameters. As power factor error 

and power factor have negative one correlation, so are the 

Iy and e correlations the same as Iy and Pf, but negative. 

Iy and If(excitation current, our target) have mild 

correlation of approximately 0.4 which suggest rather 

weak correlation.  

 

Table 1. Dataframe preview 

# IY PF E DIF IF 

1 3 0.68 0.32 0.372 1.552 

2 3 0.7 0.3 0.36 1.54 

… … … … … … 

556 6 0.99 0.01 0.16 1.34 

 

 

As our target and derivative of target have strong 

correlation, or linear relationship (which is expected from 

theory), dIf or rate of change of If is omitted from feature 

selection. Thus, power factor, power factor error and load 

current were selected as input features for AI algorithms. 
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Figure 2. Feature correlation matrix  

 

Next step is feature scaling, so the algorithm would 

preform faster and more accurately. Feature scaling, when 

not always necessary, is indeed desired. Depending on the 

distribution of values for each feature, we choose 

normalisation or standardisation. For gaussian distribution 

of values, we use standardisation, which is a method that 

converts dataset values in a way that their mean value is 

centred around zero and values. As the plots suggest, we 

can se the “shift” of graphs to the left, centred around zero. 

The plot in figure x shows all the features standardized and 

put in the same array (array of arrays), where inner array 

contains 3 features for each datapoint.  

 

 
Figure 3. Load current distribution  

 

 
Figure 4. Power factor error distribution 

 

 
Figure 5. Field current distribution 

 

 

 
Figure 6. Scaled features distribution 

 

Support vectors regression method is a regression method. 

The idea is to fit a regression line (in linear regression), on 

top of the training data points with minimal error. We 

define a “tube” around the regression line, with parallel 

lines at some offset. This offset, called epsilon, is the 

margin at which there is no penalty for data point that is 

not on the regression line, but is inside the epsilon margin.  

 

 
Figure 7. Support vector principle 

 

MLP on the other hand works differently. It is an artificial 

neural network that consists of input, hidden and output 

layer of neurons. There can have more than one hidden 

layer. Every neuron has an activation function and is 

connected to every neuron in the next layer. 

 

 
Figure 8. MLP architecture  

 

 

 

 
Figure 9. Neuron  
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𝑦 = 𝑓(∑ 𝑤𝑘𝑥𝑘
𝑛
𝑘=0 ) #(1) 

 

In fig.9  f(net) is the activation function used in block “f”. 

The function can be linear, sigmoid, tanh, ReLU most 

commonly, but there are others. [3] 

 

Activation functions determine the output of neuron based 

on the summed inputs it gets from the previous layer. By 

modifying the weights of connection between neurons, we 

get different output every iteration, and thus converge to 

minimal error or model. 

 

 
Figure 10. Train test split 

 

Next step is to configure the regressors. It has several 

options (hyperparameters), such as: number of hidden 

layers, type of activation function, solver, learning rate, 

early stopping and similar for MLP, and kernel type, 

degree of polynomial (if using poly as kernel), gamma (if 

using rbr, poly, sigmoid as k.), parameter “C” or 

regularization parameter, epsilon, or “margin” for vectors 

around centre value. [4] 

The hyperparameter tuning was performed by grid search 

algorithm. For each regressor, we have entered parameters 

intuitively, respecting the general practice and most 

common use cases for each hyperparameter. After few 

iterations parameter grid was updated with new values, 

close to those chosen in the previous iteration, and 

deleting the ones which haven’t been chosen in last few 

iterations.  

That successively lead to smaller and smaller error for the 

current models.  

 

Grid search with 5 folds and negative mean squared error 

as scoring parameter was used for tuning the 

hyperparameters. Learning curve for both models is 

shown in figures below, together with scaling and 

accuracy of models.  

 

 
Figure 11. Learning curve MLP 

 

 
Figure 12. Learning curve SVR 

 

MLP demonstrates better accuracy of the model. It has 

lower errors than SVR, as shown in the graphs.  

 

3. Results and Discussion 

 

After fitting the results in our regression models, the 

model was trained. The first graph shows the plot of real 

current, measured experimentally, in blue line. Other 

lines, as described in the legend, show predictions by each 

prediction model. At the first glance, we can see that MLP 

is the closest to real values of excitation current. 

Polynomial SVR shows values that are little over the 

targeted value, while RBF SVR shows under-values.  

 

For evaluation metrics, generally when talking about 

regression problems mean error, mean absolute error, and 

R^2 are most common indicators for accuracy. Those are 

the metrics by which we’ll be comparing SVR to MLP.  

 

 
Figure 13. Feature correlation matrix  

 

 
Figure 14. Feature correlation matrix  
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Figure 15. Feature correlation matrix  

 

All used metrics report MPL having smaller error. It 

outperforms SVR by just small amount. Learning curves 

for each model suggest conversion at around 0.93 for both 

models, with MLP being better by just 0.02 points. We 

could say that SVR is a little more robust and faster 

because of simplicity. 

 

 
Figure 16. Feature correlation matrix  

 

 
Figure 17. Feature correlation matrix  

 

Fit times from 0.4 to 0.6 for MLP in comparison to 0.0025 to 0.0050 

seconds for SVR is quite dramatical difference.  

 

 

 
Figure 18. Feature correlation matrix  

 

 
Figure 19. Feature correlation matrix  

 
Below charts plot fitting times versus accuracy score. It is 

clear that MLP achieves satisfactory accuracy at 0.5 

seconds, when SVR does the same at 0.005 seconds, or 

100 times faster. 

 

 
Figure 20. Feature correlation matrix  

 

 
Figure 21. Feature correlation matrix  
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4. Conclusion 

 

This was very rewarding research, in terms of knowledge 

gained. We discussed some properties of AI methods, 

working of SM. We tested the models, compared them and 

plotted the results. We tried out different tools for 

estimating AI performance. 
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Abstract: This paper presents an analysis of passenger car fuel consumption using a multilayer perceptron. The main goal is to approximate the consumption 

that will later help in the design of internal combustion engines, which will reduce 𝐶𝑂2 emissions. The dataset used in this paper is publicly available and 
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𝑅2 = 0.88 and MAE = 2 MPG was achieved with four hidden layers containing 128 neurons each, tanh activation function, adaptive learning  rate of 0.0001, 

L2 regularization of 0.1 and LBFGS solver.  
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 1. Introduction 

 

Fuel consumption of cars with internal combustion 

engines (ICE) is one of biggest problem in the automotive 

industry. In addition to the economic factor of reducing 

fuel use, which is non-renewable energy source. There is 

also environmental problem, global warming. Car 

manufacturers need to reduce 𝐶𝑂2 emissions so that 

engines have same or even higher efficiency then today’s 

engines.  

 Numerous works have been done to estimate 

fuel consumption using an artificial neural network 

(ANN). It was used in modelling aircrafts [1], ships [2], 

trucks [3] and even tractors [4]. The advantage of artificial 

neural networks is high accuracy with minimal error. The 

essence of this paper is to determine fuel consumption 

using dataset that contains passenger car parameters and 

multilayer perceptron. 

 

2. Methodology 

 

Data set used in this paper is publicly available and 

contains the information for creating the predictive model 

[5]. 393 data variables can be divided in two types. The 

inputs will be independent and on the other hand outputs 

will be dependent variables. Table 1. shows names, types 

and uses of variables in the data set. 

 

Table 1. Characteristics of data set 

NUMBER NAME TYPE USE 

1 MPG Continuous Output 

2 Cylinders Multi-valued 

discrete 

 Input 

3 Displacement Continuous Input 

4 Horsepower Continuous Input 

5 Weight Continuous Input 

6 Acceleration Continuous Input 

7 Model year Multi-valued 

discrete 

Input 

8 Origin Multi-valued 

discrete 

Input 

 

Multilayer perceptron (MLP) is the machine learning 

(ML) algorithm used in this paper. It is a type of artificial 

neural network (ANN) that is trained using forward 

propagation processes. It is usually used for this type of 

problem when it is necessary to get some kind of output. 

The model consists of neurons placed in layers, using fully 

connected architecture in which every neuron in one layer 

is connected to all neurons in subsequent layer, using 

weighted connections [6]. Each MLP consists of at least 

three layer of neurons. First ones are input variables and 

the last one is output variable. In between comes a hidden 

layer of neurons that consists of at least one layer. 

Example of this network is shown in Figure 1. 

 

 
Figure 1. Example of an MLP ANN used for this problem [7] 

 

Hyperparameters are values which describe the 

general architecture of the neural network used to train this 

model. They need to be varied to achieve the best 

regression models for each case. Hyperparameters 

adjusted during the training for this paper were [8]: 

 

• Hidden layers - the number of hidden layers 

and number of neurons in each layer. 

• Activation function – type of function used 

within all of the model’s neurons 

• Solver – algorithm used for weigh adjustment 

during training 

• Initial learning rate (α) – determines initial 

speed of ANN 

• Learning rate type - adjustment of learning 

rates through the training. Constant keeps the 

learning rate the same as starting throughout 

training, while adaptive and inverse scaling 

adjust it depending on the weight gradient 

value 
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• L2 – regularization parameter 

 

Hyperparameters used in this paper and their possible 

values are represented in Table 2. 

 

Table 2. Hyperparameters and their values 

HYPERPARAMETERS VALUES NUMBER 

Hidden layers (8), (16), (32), 

(64), (128), 
(8,8), (16, 16), 

(32, 32), (64, 

64), (128, 
128), (8, 8, 8), 

(16, 16, 16), 

(32, 32, 32), 
(64, 64, 64), 

(128, 128, 

128), (8, 8, 8, 
8), (16, 16, 16, 

16), (32, 32, 

32, 32), (64, 
64, 64, 64), 

(128, 128, 

128, 128), 
(128, 128, 

128, 128, 128) 

21 

Activation function Linear, ReLu, 
Tanh, Logistic 

4 

Solver Adam, 

LBFGS 

2 

Initial learning rate 0.1, 0.01, 
0.001, 0.0001 

4 

Learning rate type Constant, 

Adaptive, 
Invscaling 

3 

L2 0.5, 0.1, 0.01, 

0.0001 

4 

 

After training the network, models were 

evaluated using two metrics: coefficient of determination 

(𝑅2) and mean absolute error (MAE).  

 Coefficient of determination is value that 

defines how well is the variance of the real results 

represented by predicted results [9]. Its value is in range 

between 0 and 1 and it is calculated using: 

 

𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑦𝑖̂)

2𝑛
𝑖=0

∑ (𝑦𝑖 −
1
𝑛

∑ 𝑦𝑖
𝑛
𝑖=0 )

2
𝑛
𝑖=0

, (1) 

 

where 𝑦𝑖   contains real data and 𝑦𝑖  ̂ contains predicted 

data. Each prediction corresponds with real data for each 

i. Mean average error calculates the difference for each 

element of the two solution vectors (real and predicted 

data), measures their absolute error per each element. It 

can be calculated by: 

 

𝑀𝐴𝐸 =  
1

𝑛
∑|𝑦𝑖 − 𝑦𝑖̂|

𝑛

𝑖

, (2) 

 

3. Results and Discussion 

 

Out of 8064 solutions, 4636 solutions are in range [0;1] 

for coefficient of determination. Out of the 4636 solutions 

407 solution are higher than 0.85. Best found MLP 

solution is with 𝑅2 = 0.88 ± 0.08 and MAE = 2.07 ±

0.88  . Hyperparameter settings of best solution is given 

in Table 3. 

 

Table 3. Hyperparameters for best found MLP 

HYPERPARAMETERS VALUE 

Hidden layers (128, 128, 128, 128) 

Activation function Tanh 

Solver LBFGS 

Initial learning rate 0.0001 

Learning rate type Adaptive 

L2 0.1 

 

 Graphs down below were made in Excel and 

they show hyperparameter settings for solutions better 

than 0.85.  As said before there were 407 solutions higher 

than 0.85. Figure 2. shows that ReLu activation function 

was used most, by 359 of the networks. Tanh was used by 

29, logistic by 19 and identity by none.   

 

 
Figure 2. Distribution of activation function for values higher than 0.85 

 

 Figure 3. shows distribution of learning types 

used by networks. 144 networks used constant learning 

type which is the most. Invscaling type was used by 135 

and adaptive type was used by 128 networks. 

 

 
Figure 3. Distribution of learning type for values higher than 0.85 

 

Figure 4. shows distribution of initial learning rates used 

by networks. Most used solution was 0.1 with 135 

networks using it. Other values are relatively equally 

divided. 
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Figure 4. Distribution of initial learning rates for values higher than 0.85 

 

Figure 5. shows distribution of regularization 

parameters used by networks. All solutions are used 

around 100 networks. Least used one was 0.5 by 95 and 

most used was 0.0001 by 105 networks. 

 

 
Figure 5. Distribution of regularization parameters for values higher 

than 0.85 

 

Figure 6. shows distribution of solvers used by 

networks. Only 1 network used Adam solver while the 

remaining 406 networks used the LBFGS solver. 

 

 
Figure 6. Distribution of used solvers for values higher than 0.85 

 

Figure 7. shows distribution of hidden layers. 

Least used were single hidden layers, but moving 

towards 3 or 4 hidden layers can be seen increase of 

usage by networks. Most used hidden layers are ones 

with 128 neurons. 4 hidden layers with 128 neurons was 

used most and single hidden layer with 8 and 16 neurons 

were not used at all. 

 

 
Figure7. Distribution of hidden layers for values higher than 0.85 

 

4. Conclusion 

 

This paper presents the MLP ANN for fuel consumption 

prediction. The results are satisfactory but there is always 

room for improvement. Best result of coefficient of 

determination is 𝑅2 = 0.88 ± 0.08 and for mean average 

error is MAE = 2.07 ± 0.88. This result was achieved 

using following hyperparameter settings: 4 hidden layers 

with 128 neurons each, Tanh activation function, adaptive 

learning rate of 0.0001, L2 of 0.1 and LBFGS solver. 

 Future work should include more hidden neural 

networks with more neurons, database expansion or the 

use of different methods to achieve even better results. 
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Abstract: A standard maintenance methodology used in the majority of modern technical systems is corrective maintenance. This methodology is based on 

the removal of the malfunction by repairing or replacing broken components. Such an approach can be expensive due to the prolongate diagnostic and repair 

procedures. An alternative approach is to use predictive methodology: condition-based maintenance (CBM). In this paper, a brief review of relevant papers 

in the field of CBM of marine propulsion systems is presented. At the end, all presented methodologies are compared. 
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1. Introduction  

During the exploitation of any technical system, 

maintenance is one of the key actions required to expand 

the exploitation possibility of the system and to prolongate 

its lifetime. A standard maintenance methodology used in 

a majority of modern technical systems is corrective 

maintenance. This methodology is based on the removal 

of the malfunction by repairing or replacing broken 

components. Such an approach can be expensive due to 

the prolongate diagnostic and repair procedures. 

Furthermore, this methodology can cause more severe 

damage to the system components.  An alternative 

approach is to use predictive methodology based on the 

condition of specific outputs of the system [1]. Such an 

approach is also called condition-based maintenance. One 

of the key applications of condition-based maintenance 

(CBM) is in the marine environment [2]. Due to the high 

power and maintenance costs, CBM has a high 

implementation possibility in marine propulsion systems 

[3]. 

In this paper, a brief review of relevant papers in the field 

of CBM of marine propulsion systems is presented. CBM 

methodologies are presented on both diesel and CODLAG 

propulsion systems. In the end, all presented 

methodologies are compared. According to the obtained 

knowledge, a conclusion regarding the applicability of 

CBM in naval propulsion systems will be given.  

2. Diesel Engines 

Alongside standard gas and steam propulsion plants, the 

utilization share of diesel engines is rapidly increasing [4]. 

In several published papers, CBM of a marine diesel 

engine was performed. Wang et. al [5] have used 

stochastic filtering to estimate the state of the fleet that 

consists of several marine diesel engines. As input 

parameters, metal concentrations in oil samples were 

observed. The authors have concluded that such an 

approach has a high implementation possibility. Cvrk and 

Ilijević [6] have proposed a methodology based on the 

measurements of key parameters of a marine diesel engine 

by using the electronic device "PREMET". Furthermore, 

the visual control of the cylinders was used. The authors 

have concluded that by using such an approach, an 

extension of the period between two overhauls is enabled. 

Furthermore, by using such an approach maintenance 

costs are reduced. Awang et. al [7] have proposed CBM 

of a 2-stroke marine diesel engine based on ultrasound 

monitoring. The method, combined with wave spectrum 

analysis is used for the early identification of excessive 

friction. The authors have concluded that by combining 

CBM and wave spectrum analysis, identification of engine 

performances can be performed without the need for 

major and complex diagnostic procedures. Coraddu et. al 

[8] have proposed the utilization of the Digital Twin of the 

ship for the estimation of the speed loss due to marine 

fouling. The proposed ship uses two four-stroke diesel 

engines with a rated power of 3840 kW. The achieved 

results are pointing towards the conclusion that such an 

approach can be used to achieve a higher quality of speed 

loss prediction.  

3. CODLAG propulsion system 

In recent years, more complex propulsion systems based 

on the combination of different components are emerging. 

One of these propulsion systems is a combined diesel-

electric and gas (CODLAG) propulsion system. Such a 

system uses a combination of electrical power produced 

by diesel generators and power produced by gas turbine 

[9]. A schematic representation of such a propulsion 

system is presented in Figure 1.   
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Figure 1: Scheme of a CODLAG propulsion system (GT – 
gas turbine; M – electrical motor; G – electrical 

generator; D – diesel engine; B – gearbox; C – clutch; P – 
Frigate propeller) 

In the last couple of years, there have been studies that 

proposed CBM of a CODLAG propulsion system. 

Cipollini et. al [10] have developed a CBM system based 

on several state-of-the-art machine learning (ML) models 

were used. As input to custom regression models, sensor 

data is collected from a vessel that is characterized by a 

CODLAG propulsion system. Such an approach has been 

shown to be reliable and effective. The same group of 

authors [11] has proposed an approach based on the 

utilization of a minimal feedback method to develop a 

user-friendly data collection procedure. Coraddu et. al 

[12] proposed an ML framework for CBM of CODLAG 

marine propulsion system. In this paper, an approach 

based on the estimation of the state of a CODLAG 

propulsion system installed as propulsion of a frigate is 

proposed. Such an approach has shown the possibility of 

ML utilization for CODLAG CBM. This claim can be 

supported with error rates lower than 0.1.  The used data 

set is collected from simulation and published openly. By 

using the data set, multiple ML regression methods were 

examined. The authors in [13] have used genetic 

programming algorithm to estimate the state of a frigate 

and to perform CBM. By using this approach, symbolic 

expressions are developed. The developed symbolic 

expressions have high regression performances. Such a 

conclusion can be derived from high R2 scores, higher 

than 0.99. The authors in [14] have proposed a similar 

approach for CBM, which is also based on the utilization 

of genetic programming and symbolic expressions. In this 

research, CODLAG parameters and decay actors were 

used to estimate the ship speed change. In this case, the 

lowest error rate of 0.6729 is achieved. Furthermore, in 

this case, R2 values up to 0.99 were achieved.  

4. Methods overview  

From the presented overview, it can be seen that the 

stochastic modeling is showing high performances in 

CBM of diesel engine for propulsion. Furthermore, it can 

be seen that in the case of CODLAG propulsion system, 

ML methods have an important place in CBM 

methodology. Furthermore, it can be seen that genetic 

programming and resulting symbolic expressions can also 

be successfully used for CBM of a CODLAG propulsion 

system.  An overview is presented in Table 1.   

Table 1: Comparison of achieved results 

Propulsion 
system 

Paper Method 

Diesel 

engine 

[5] Stochastic filtering 

[6] “PREMET” 

[7] Ultrasound Signal 

[8] 
Twin Ship 

model 

CODLAG 

propulsion 

system 

[10] Machine learning regression 

[11] Machine learning regression 

[12] Machine learning regression 

[13] Genetic programming 

[14] Genetic programming 

 

5. Conclusions  

In this paper, a brief overview of the CBM methods in 

naval propulsion is presented. It can be concluded that 

CBM methodology can be applied to diesel-based 

propulsion, as well as to more complex propulsion 

systems such as CODLAG. To increase propulsion 

robustness and reduce maintenance costs, computer-aided 

CMB should be included in the standard maintenance 

procedure of naval propulsion systems.  
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Abstract: This paper describes the problem of predicting device consumption. The problem was to determine the most optimal neural network 

hyperparameters for predicting device consumption based on known data set. The introduction outlines the reasons for the need to predict device consumption 

and two basic ways to predict. The method of calculating hyperparameters and determining the best values of the results obtained by the neural network are 

described in the second chapter. Cross validation was also used in the calculations. The third chapter contains the results of the comparison of matching 

between real and calculated values with and without cross-validation, and presents the hyperparameters of the above. 
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1. Introduction 

 

Predicting the consumption of appliances is important for 

two fundamental reasons. The first reason is the planning 

of the budget for the payment of electricity bills, while the 

second is related to the production of electricity. 

Electricity consumption is related to the type and number 

of electrical devices, and the way they are used by 

consumers [1]. Two different models can be used to 

predict energy consumption. The physical model uses 

thermodynamic rules for modeling and analysis, and is 

based on building and environmental parameters. The 

model for predicting electrical appliances consumption 

using artificial intelligence relies on sets of collected data 

in a certain period. Using the above the neural network can 

be created [2]. In this article, the prediction of the power 

consumption of device using artificial intelligence will be 

performed on collected data set. Data set will be used to 

train and test the neural network. Results with and without 

cross-validation will also be presented. 

 

2. Methodology 

 

Using the data set [3] neural network training with and 

without cross-validation was performed. Cross-validation 

is a resampling method that uses different portions of the 

data to test and train a model on different iterations [4]. 

Neural network training and testing was performed in the 

Python programming language. Neural network 

architecture used was Multi Layer Perceptron (MLP). 

MLP is a type of multilayer neural network consisting of 

two or more layers of interconnected neurons [5]. The 

input data set consists of the values of atmospheric 

conditions inside and outside the building, while the 

output data set consists of the device consumption values. 

The phyton function MLPRegressor, which defines the 

MLP neural network, was used in the program code. 

Function attributes are hyperparameters such as activation 

function, number of iterations, or number of neurons. 

Hyperparameters are shown on Figure 1. 

 

 
Figure 1. Hyperparameters values for combinations  

 

The hyperparameters of the neural network were changed 

during training and different combinations were tested. 

After training and testing the network, the results were 

obtained. Different hyperparameters and methods with or 

without cross-validation lead to better or worse matches. 

Based on the levels of coincidence of the output values of 

the neural network with the actual ones, the values of the 

hyperparameters were selected. The accuracy of neural 

network prediction was measured using a goodness of fit 

factors as coefficient of determination (R2) and median 

absolute error regression loss (MAE). The coefficient of 

determination is calculated according to the expression: 

 

𝑅2 = 1 −
∑ (𝑌𝑖 − 𝑌̂𝑖)

2𝑛
𝑖=1

∑ (𝑌𝑖 − 𝑌̅)2𝑛
𝑖=1

,               (1) 

 

while MAE counts as: 

 

𝑀𝐴𝐸 =
∑ |𝑌𝑖 − 𝑌̂𝑖|𝑛

𝑖=1

𝑛
,                     (2) 

where symbols are: 

 

 n – number of measurements  

 𝑌𝑖 – real measured value 

 𝑌̂𝑖 – predicted value 

 𝑌̅ – mean value  [1] 

 

The results are more accurate the closer R2 is to 1 and 

MAE is closer to 0. 
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Figure 2. Cross validation method [5] 

 

Cross validation method is shown by Figure 2. From the 

display we see that network training is performed in 

multiple iterations. In each subsequent iteration, the 

training data sets and the test data set change. Thus, the 

network is trained with a larger amount of data. In this 

way, an effort is made to achieve greater invariance of the 

neural network.  

 

3. Results and Discussion 

 

Based on the comparison of R2 obtained for different 

values of hyperparameters, hyperparameters were selected 

for whose values R2 takes the value closest to 1. This 

represents a very good match between the output values 

of the neural network and the actual values of the observed 

data. 

The best results for the case without cross-validation were 

obtained for the following hyperparameter values: 

 

Table 1. Hyperparameters without cross-validation  

Hyperparametar Value 

Activation function Rectified Linear Unit 

Alpha 0.0001 

Hiden layer sizes 40,40,40,40 

Learning rate Adaptive 

Learning rate init 0.01 

Maximum of iterations 10000 

Solver lbfgs 

 

Table 1 shows that the neural network consists of four 

hidden layers. Each layer has 40 neurons for which the 

goodness of fit measure values are shown in Table 2. 

 

Table 2. Goodness of fit measure factors without cross-validation 

R2 MAE 

0.9763625 -0.1843809 

 

The best results using the cross-validation were obtained 

for the following hyperparameter values: 

 

Table 3. Hyperparameters using cross validation 

Hyperparametar Value 

Activation function Sigmoid 

Alpha 0.0001 

Hiden layer sizes 40,40 

Learning rate Constant 

Learning rate init 0.0001 

Maximum of iterations 10000 

Solver adam 

 

 

Table 3 shows that the network consists of 2 hidden layers. 

Each of the layers has 40 neurons for which the best values 

of goodness of fit measure are shown in Table 4. 

 

Table 4. Goodness of fit measure factors using cross validation  

R2 MAE 

0.9704483 -0.2079654 

 

 

4. Conclusion 

 

Based on the obtained results, it can be concluded that the 

predictions of neural networks whose hyperparameters are 

presented in Chapter 3 obtained with and without cross-

validation give very accurate results. Consumption of the 

device is predicted with great accuracy. A comparison of 

the results obtained with and without cross-validation 

shows that for the case without cross-validation R2 takes a 

value closer to 1, which leads to the conclusion that the 

model without cross-fitting is more accurate. The 

presumed reason for this is the higher number of 

repetitions during training with cross-validation and 

potential overfitting. Increasing the input variables could 

increase the accuracy of the device consumption forecast. 
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Abstract: This paper presents a Multilayer Perceptron (MLP) artificial neural network method for the purpose of determining steel hardness after hardening. 

The hardness of steel is important for many processes which describe the properties of it such are resistant to scratching, penetration, plastic deformation 

and dents. The goal is to obtain the highest possible hardening efficiency of steel for minimizing injection heat into the process, in order to make steel as 

resistant as possible to the said loads. The best result achieved by MLP with two hidden layers containing 10 neurons each, logistic activation function, 

adaptive learning rate and solver LBFGS was an accuracy of 97.499999% with standard deviation of 0.027386. 

 

Keywords: Artificial intelligence, artificial neural networks, multilayer Perceptron, steel hardness 

 
1. Introduction 

 

Hardening is a heat treatment where steels are heated to 

their appropriate hardening temperature (usually between 

750°C and 1200°C, depending on the composition of the 

material), held at temperature and then rapidly cooled 

(“quenched”) in water or oil. Therefore, heated steel is 

soaked at a lower temperature (“tempering”) which 

develops the final mechanical properties of steel. 

Hardening purpose is to develop the optimum 

combination of strength, toughness and hardness in a steel 

and to offer a route of savings in material and weight to 

the component designer [1]. The aim of this article is to 

examine the hardening efficiency of steel based on the 

input data such as family of steel, shape, product type etc; 

using multilayer perceptron artificial neural network. The 

purpose is to improve the properties of the steel itself and 

to minimize injection heat to the process. 

 

2. Methodology 

 

Used data set is publicly available [4] and contains the 

information for calculating the efficiency of hardening. 

Data set contains 798 variables divided in 38 attributes. 

Multilayer perceptron is a feed forward neural network 

which consists of input layer, one or more hidden layers 

and output layer shown on Figure 1 [2, 3]. For the input 

signal to be processed enter the input layer, task like 

prediction or classification is executed by the output layer. 

The real computational mechanism of MLP is a hidden 

layer. An arbitrarily selected number of hidden layers is 

located between input and output layer. The data flow in 

MLP is forward, from input to output layer. 

 

 
Figure 1. Multilayer perceptron neural network 

Various activation functions were used during neural 

network learning. Some of them are ReLU, logistic 

(sigmoid), tanh and identity (linear) activation function. 

Table 1 presents the definition of mentioned activation 

functions and in Figure 2 are plotted.  

Table 1. Activation function 

Name f(x) 

Sigmoid 1

1 + 𝑒−𝑥
 

Tanh 2

1+𝑒−2𝑥
− 1   

ReLU 𝑥, 𝑥 ≥ 0 

0, 𝑥 < 0 

Identity 𝑥, 𝑥 ∈ 𝑅 

 

 

 
Figure 2. Plotted activation functions ((a) – identity, (b) – ReLU, (c) – 

tanh, (d) – logistic) 

 

3. Results and Discussion 

 

By changing the hyperparameters, different results were 

obtained. Some of them were acceptable and some were 

not. The following few tables show the best result for 

certain hyperparameters. 
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Table 2. Results for hyperparameters: activation: logistic, alpha: 0.1, 

hidden layer sizes: (10, 10), learning rate: adaptive, initial learning rate: 

0.5, max iteration: 10000, solver: LBFGS 

accuracy std 

0.974999 0.027386 

0.932499 0.062449 

0.867499 0.112472 

0.922499 0.057879 

0.864999 0.179164 

 

Table 3. Results for hyperparameters: activation: logistic, alpha: 0.5, 

hidden layer sizes: (10, 10, 10), learning rate: adaptive, initial learning 

rate: 0.0001, max iteration: 10000, solver: LBFGS 

accuracy std 

0.877499 0.011 

0.9475 0.048476 

0.9475 0.029154 

0.909999 0.076485 

 

Table 4. Results for hyperparameters: activation: logistic, alpha: 0.1, 

hidden layer sizes: (10, 10), learning rate: adaptive, initial learning rate: 

0.5, max iteration: 10000, solver: LBFGS 

accuracy std 

0.9375 0.05244 

0.922499 0.0886 

0.9475 0.064031 

0.9225 0.048476 

0.954999 0.084557 

 
Table 5. Results for hyperparameters: activation: logistic, alpha: 0.1, 

hidden layer sizes: (12, 12), learning rate: adaptive, initial learning rate: 

0.5, max iteration: 10000, solver: LBFGS 

accuracy std 

0.925 0.05244 

0.9375 0.035553 

0.9325 0.06819 

0.93 0.04062 

 

4. Conclusion 

 

Due to the simplicity and relatively short learning time, 

the method of multilayer perceptron (MLP) was used to 

the calculate the hardening efficiency. The main goal of 

this article was to obtain satisfied hardening efficiency of 

steel. This was achieved by selecting the sigmoid 

activation function that gave the best result during 

network learning. Once it was found that the sigmoid 

activation function gave the best results, other 

hyperparameters were changed to achieve a hardening 

efficiency greater than 92 percent, which was successful. 

Future work should include more hidden neural networks 

with more neurons, database expansion or the use of 

different methods to achieve even better results. 
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Abstract: InMoov is an open source humanoid robot whose pieces can be printed with a 3D printer. It is necessary to give an overview of the development of 

humanitarian robots and briefly describe the main representatives. In the final paper, it is necessary to present the basics of knowledge from 3D printing, 

programming in ROS, which are used in the construction of humanoid robots. 
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1. introduction 

 

InMoov robot is the first life-size Open Source 3D-printed 

robot. Repeatable on any home 3D printer with an area of 

12x12x12 cm, it is designed as a development platform for 

universities, laboratories, hobbyists, but above all for 

manufacturers. His concept, which is based on sharing and 

community, gives him the honour of being reproduced for 

countless projects around the world. Gael Langevin is a 

French sculptor and designer. He has been working for the 

biggest brands for more than 25 years. InMoov is his 

personal project, launched in January 2012 as the first 

open source prosthetic arm, it has led to projects like 

Bionico, E-Nable and many others [1][2][3][4]. 

 

2. Methodology 

 

The method used to start making InMoov is to use a 3D 

printer with at least 12 x 12 x 12 print volumes. Some parts 

can exceed a few millimetres without more than requiring 

reprinting of the parts themselves. In the project itself, I 

used a type of plastic, Polylactic Acid, also known as PLA. 

To make it easier to organizationally print parts of a 

humanoid robot, the parts are divided into 8 categories that 

make up: 

1. Hands and palms 

2. Biceps 

3. Shoulders and torso 

4. Head, eyes and neck 

5. Upper abdomen 

6. Middle abdomen 

7. Lower abdomen 

8. Back 

The next step is the hardware and the electronics 

themselves. As for the main electronics used for the two 

Arduino Mega [5] microcontrollers and the servo motors 

HK15298B, Hitec HS805BB and MG996. Their role is to 

control the operation of the servo motors via the Arduino 

and achieve dynamic movement of the robot itself. The 

map of the servo motor connections with the Arduino 

microcontroller is shown in Figure 1. It should be 

mentioned that in order to interact with the robot in use, 

there are two webcams, speakers and a microphone that 

receive commands from the man himself. MyRobotLab 

[6], Python scripts and the Robot Operating System (ROS) 

were used for the software part of the project. Considering 

InMoov is a combination of servo, Arduino, microphone, 

camera, kinect and computer. With MyRobot Lab we have 

a service for InMoov and it consists of many other peer 

services and allows easy initialization and control of these 

subsystems [7]. 

 

 
Figure 1. Map connection V2 

 

3. Results and Discussion 

 

The results show the parts made so far, namely the arms, 

the whole head and the whole abdomen. Each part when 

made must be tested with Arduino microcontrollers and 

servo motors using test scripts written in Python and in an 

Arduino IDE based on C and C ++. The reason for this is 

that avoiding the testing of individual parts can result in 

plastic cracking and the whole process must be done 

again, which immediately means extending the design and 

paying for expensive parts, which we want to avoid. In the 

continuation of this chapter, there are pictures of what the 

humanoid robot itself looks like in reality. In Figure 2. we 

can see an example of connecting 5 servo motors for all 5 

fingers. A signal pin is connected to each servo motor 

from which it goes to the microcontroller. Also, each servo 

motor requires a separate 5v DC power supply. 
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Figure 2. Connections for testing hand 

 

Figure 3. shows fully made and assembled two hands. 

The transmission of the rotation of the servo motor is 

manifested in the movement of the fingers via braided 

fish lines that are otherwise used for fishing. 

 

 
Figure 3. Fully assembled hands and finger 

 

Perhaps the most attractive among humans is the very 

head of the InMoov robot. Inside the head there is a whole 

set related to the eyes as well as servo motors that move 

the jaw of the robot. You can see what the head itself looks 

like in Figure 4. 

 

 
Figure 4. Fully assembled head 

 

4. Conclusion 

 

The main conclusions of this paper are that through the 

InMoov project we can get a better insight into the 

complexity of making a humanoid robot and how 

automation itself consists of several parts of technical 

areas to have one automated system. At the time of 

writing, we still have parts such as the shoulders and torso 

and the back itself to have a fully humanoid robot. Future 

plans for the InMoov project are certainly a focus on 

setting the robot's legs and dedicating work to robot 

stability and implementing knowledge so that the InMoov 

robot can walk. 
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Abstract: This paper tries to solve the problem of calculating the shortest path on a map using a BFS algorithm. The problem is solved using Python. The 

goal was to create a matrix map that represents occupied and unoccupied space, and then draw the shortest path through unoccupied space. The given end 

result was satisfactory as it did actually draw the shortest possible path. 
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 1. introduction 

 

This article will discuss the implementation of Breadth-

first search, or BFS for short, in calculating the shortest 

possible path on a set map, or a graph. Breadth-first search 

(BFS) is an important building block of many graph 

algorithms, and it is commonly used to test for 

connectivity or compute the single-source shortest paths 

of unweighted graphs [1]. For example, the nature of the 

relationship between two vertices in a semantic graph can 

be determined by the shortest path between them using 

BFS [6]: any path to the solution that is of length n will be 

found when the search reaches depth n, and this is 

guaranteed to be before any node of depth < n is searched 

[2]. The shortest path is calculated by implementing the 

graph traversal technique, where each node is visited 

exactly once (if we let the process run until completion 

and if the graph is connected) [4]. In addition to BFS, there 

are other techniques that vary in the order in which they 

visit the nodes; examples include Depth-First Search 

(DFS), Forest Fire (FF) and Snowball Sampling (SBS) [4]. 

Breadth-first search is often much more efficient than 

depth-first search, because the latter cannot detect 

duplicate nodes representing the same state and generates 

all paths to a given state [5]. 

 

2. Methodology 

 

As already stated in the introductory segment, the goal of 

this project was to draw the shortest path on a premade 

graph. Mainly, this would be used to draw the shortest 

path on a map for a robot to travel. The algorithm (BFS) 

efficiently visits and marks all the key nodes in a graph in 

an accurate breadthwise fashion. It selects a single node 

(initial or source point) in a graph and then visits all the 

nodes adjacent to the selected one [3]. Once the algorithm 

visits and marks the starting node, it moves towards the 

nearest unvisited nodes and analyses them. Once visited, 

all nodes are marked. These iterations continue until all 

the nodes of the graph have been successfully visited and 

marked [3]. This process is shown in figure 1. 

 

Figure 1. Concept diagram of a BFS algorithm [3] 

 

The software package used to draw the graph on which the 

mentioned path is drawn is Spyder, using Python. Firstly, 

a map needs to be drawn. The method used to draw a map 

in this article is using a matrix. Unoccupied space is 

marked as 0, and occupied space (barricades) as well as 

the edges of the map are marked as 1. Secondly, graph 

traversal is in play. It requires the algorithm to visit, check, 

and/or update every single un-visited node [3]. Two points 

in the graph are selected as the start and end point. The 

algorithm starts from the start point. It is important that 

nodes do not get visited twice, hence, the queue is 

introduced. Four neighbouring nodes around the current 

node are checked, and if they are unvisited, they are then 

marked and enqueued so that they do not get visited twice. 

Thirdly, the shortest path is chosen using the algorithm.  

 

3. Results and Discussion 

 

Drawing the map was the first step of this process. As 

already mentioned, the map is in a matrix form, where 

unoccupied space is marked as 0, while occupied space 

(barricades) and the edges of the map are marked as 1. The 

map is shown in figure 2. The black spaces represent 

barricades, the white spaces represent unoccupied space, 

and, for the sake of transparency, red spaces represent the 

start (upper left) and end (bottom right) points. The next 

step is to do a graph traversal by an algorithm that had 

already been explained earlier. The result is shown in 

figure 3. 

 

 
Figure 2. Map overlay for drawing the shortest path, drawn in Spyder 
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Figure 3. BFS graph traversal by layers, drawn in Spyder 

 

As the queue progresses, layers have an increasingly 

higher value, as it is shown in figure 3. Layers that have 

higher values have their colour more yellow than those 

with lower values. Finally, it is time to calculate and draw 

the shortest path on a given map. The algorithm starts from 

the starting node. It is checking 8 nodes around it, picking 

a node with a higher queue number, preferably moving 

diagonally from itself. This process is repeated until the 

current node coordinates match the destination node 

coordinates. Th results of this process are shown in figure 

4. 

 
Figure 4. Shortest path calculation using BFS, drawn in Spyder 

 

4. Conclusion 

 

From looking at the calculated shortest path in figure 4, it 

can be concluded that the algorithm works relatively well, 

and since it’s checking its surroundings in the graph 

traversal part, it should be acknowledged that the 

algorithm should work perfectly fine in an unknown 

environment. This work on the implementation of BFS 

could be used as a sidenote, or even a base for some more 

advanced methods such as a Voronoi Graph. 
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Abstract: This paper presents the basic operating principles of laser sensors and program that simulates a laser sensor error by distance. Two types of data 

were used, compared at the same time. Default parameters are distance, sensor error, measurement time and sampling frequency. Based on the obtained 

data, sensor variances were determined at two distances. Also in this paper, the Python code and the results of the obtained work will be presented. The 

conclusion contains comments on the results and the advantages and disadvantages of laser sensors. 
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1. Introduction 

 

There is a wide variety of applications for optical sensors 

like laser sensors. They are used in many sectors of 

industry and research for distance measurement. 

Particularly in confined spaces non-contacting sensor 

systems are the best solution. 

In this paper it will be discussed and simulated effect of 

measurement error on laser sensors. Laser distance 

sensors (figure 1.) measure distances and allow it to take 

measurements at great distances. These distance sensors 

work on the basis of the Time-Of-Flight (ToF) principle, 

which means that the sensor emits a laser beam and 

receives the reflection from it. The time that elapses 

between sending and receiving the laser light ensures that 

the laser distance sensor can internally determine the 

distance. The distance over which the measurements can 

be taken differs per series.  

 

 
Figure 1.  Laser distance measuring sensor.[1] 

 

There are different principles for measuring laser distance 

sensors, such as: 

• Pulse laser distance sensor – It is a pulse laser 

with a very short duration, when it reached the 

target part of the energy will be reflected back. 

The reflected pulsed laser is called an echo. The 

echo returns to the rangefinder and is received 

by a photoelectric detector. According to the 

interval between the main wave signal and the 

echo signal, that is, when the laser pulse travels 

from the laser to the target to be measured, the 

distance of the target to be measured can be 

calculated.  

• Phase laser distance sensor - the phase change 

of the modulated signal is used when the laser is 

propagated in space. According to the 

wavelength of the modulated wave, the distance 

represented by the phase delay is calculated. 
The indirect method of phase delay 

measurement is used instead of directly 

measuring the time required for the round trip of 

the laser to achieve distance measurement 

(Figure 2). The accuracy of this method can 

reach the millimeter level. 

 

 
Figure 2. Working principle of laser distance measuring device [2] 

 

• Triangulation laser distance sensor – this 

measurement principle is that the light emitted 

by the laser is focused on the surface of the 

measured object after being focused by the 

condensing lens, and the receiving lens receives 

the scattered light from the incident light spot 

and images it on the photoelectric position 

detector on the sensitive side. When the object 

moves, the relative distance of the object 

movement is calculated by the displacement of 

the light spot on the imaging surface. The 

resolution of triangulation laser ranging is very 

high, which can reach the order of microns. 

 
Figure 3. Triangulation principle [2] 

 

• Interferometric laser distance sensor - By 

moving the measured target and measuring the 

coherence, the distance increment measurement 

is completed by counting, so the sensitivity of 

https://www.sensorpartners.com/en/producten/laser/afstandslasers/
https://www.sensorpartners.com/en/producten/laser/afstandslasers/
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the interferometric measurement is very high, 

which can reach the nanometer level. 

Laser distance sensors are excellent for the use in 

engineering for quality control and process monitoring. 

They are also suitable for automation, chemical industry, 

medical technology and special machine construction. 

In the next part it will be simulated a 1% measurement 

error on distance of 10m and 2% measurement error for 

distances greater than 10m. This simulation is necessary 

to determine effectiveness of laser sensors on multiple 

distances. 

 

2. Methodology 

 

The work in the program is divided into two parts. For a 

dimension up to ten meters the percentage error is 1%, and 

for dimensions larger than 10 meters the percentage error 

is 2%. After importing necessary libraries such as numpy 

and matplotlib it is necessary to define basic parameters 

such as: 

• Simulation time: 10s 

• Sampling frequency 100Hz 

For the first example distance is set to ten meter with 

percentage error of 1%. Maximum error value is product 

of distance and percentage error. To simulate 

measurement error, a random number was generated with 

value between negative and positive maximum error value 

of 1%. Also, for loop was used to simulate sensor 

measurement. With default time and sampling frequency 

we get the result of 1000 samples of measured values. 

Then, these 1000 samples are shown in a form of graph. 

From this graph it is calculated mean value, standard 

deviation and variance which will be later used for 

assessing the accuracy of laser sensors.  

For the second example distance is over ten meters with 

percentage error of 2%. In this part, a list was created of 

random values between 0.1 and 100. Next step, zero 

values were substituted with one and zero was substituted 

with minus one. List with measurement values (0.1 – 100) 

were multiplied with list of 1’s and -1’s to get negatives 

as well as positive values. Using the second for loop the 

simulation was completed and the results were presented 

in a form of graph. 

 

3. Results and Discussion 

 

After analyzing the obtained results, it is evident that the 

results are changing and they are not completely accurate. 

Accuracy can depend on various influences which cannot 

be controlled as we can see on Figure 4. and Figure 5. 

#------------------------ 

for i in range(0,100): 

   A_1.append(d1+np.random.uniform(-

max_pogreska_1,max_pogreska_1)) 

   l_2.append(np.random.uniform(0.1,1)) 

   matrix.append(np.random.randint(-1,1)) 

   if (matrix[i]==0): 

       matrix[i]=1.0 

   if (matrix[i]==-1): 

       matrix[i]=-1.0 

n=np.arange(0,10,0.1) 

#figure 1 

plt.figure() 

plt.plot(n,A_1) 

plt.grid() 

plt.show() 

plt.xlabel('t [s]') 

plt.ylabel('d - distance [m]') 

plt.title('Percentage error 1% and d=10') 

average=sum(A_1)/len(A_1) 

variance=np.var(A_1) 

standard_deviation=np.std(A_1) 

print(average) 

print(variance) 

print(standard_deviation) 

od=np.multiply(l_2,matrix) 

for i in range(0,100): 

   A_2.append(d2+d2*od[i]) 

#figure 2 

plt.figure() 

plt.plot(n,A_2) 

plt.grid() 

plt.show() 

plt.xlabel('t [s]') 

plt.ylabel('d - distance [m]') 

plt.title('Percentage error 2% and d>10') 

average2=sum(A_2)/len(A_2) 

variance2=np.var(A_2) 

standard_deviation2=np.std(A_2) 

print(average2) 

print(variance2) 

print(standard_deviation2) 

import numpy as np 

import matplotlib.pyplot as plt 

f=100    #frekvencija 100Hz 

T=1/f    #perioda 

t=10     #vrijeme uzorkovanja 

n=T*t 

#----------------------- 

d1=10         #10 

pogreska_1=0.01 

max_pogreska_1=d1*pogreska_1 

A_1=list() 

 

d2=12         #>10 

A_2=list() 

l_2=list() 

matrix=list() 
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Figure 4. Simulation results for distance of 10 meter and percentage 

error 1%. 

 

 
Figure 5. Simulation results for distance greater than 10 meter and 

percentage error 2%. 

 

Table 1. Simulation results. 

Distance 10[m] >10[m] 

Mean 

value 

9.9979 11.9165 

Standard 

deviation 

0.0032 52.9767 

Variance 0.0562 7.2785 

 

 

 

 

 

4. Conclusion 

 

Laser sensors are typically more expensive than analogue 

measuring devices simply because of the technology 

involved. They can be delicate because very precise 

calibration must be maintained in order for them to work 

properly. By analysing the given results, higher 

measurement distance yields higher measurement errors 

as we can see in Table 1. Mean value of these two 

distances are within reasonable range, but more noticeable 

errors occur while analysing standard deviation and 

variance. 

However, laser sensor can be extremely accurate. More 

than anything else, using measuring devices that utilize 

lasers can improve the precision of your operation in ways 

that other measuring devices are simply incapable of. 

Also, they are often very light and easy to use.  
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Abstract: This paper presents calculation and visualization of mobile robot kinetic energy. Using the equations, the values of kinetic energy of linear motion, 

kinetic energy of robot rotation, kinetic energy of both wheels rotation and total kinetic energy were first calculated. Visualization of the calculated kinetic 

energies as a function of wheel speeds are shown in the form of 3D graphs. Both the calculation and visualization were done by using Python programming 

language. It can be concluded that, for the given robot configuration, the highest influencing factor are the kinetic energies of the wheel rotation. 
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1. Introduction 

 

Dynamic robot modelling is a key step in the mobile robot 

design [1]. One of the main parts of this process is the 

calculation of the associated kinetic energies, produced by 

the robot motion [2]. For this reason, this paper discusses 

the process of calculating and visualizing the various 

kinetic energies produced by the motion of a mobile robot. 

In this paper, the methodology which includes the used 

kinetic energy model, and the used mobile robot 

parameters are given first, followed by the presentation 

and discussion of the obtained visualizations. Finally, the 

conclusions are drawn. 

 

2. Methodology 

 

In Table 1 are given initial parameters for the calculation 

of kinetic energies. 

 

Table 1. Initial parameters 

Robot weight [kg] 1 

Robot diameter [m] 0.1 

Moment of inertia 

(IA=IC=const.) 

1 

Distance between the wheel and the 

center  [m] 

0.2 

Wheel diameter [m] 0.1 

 

The formulas used to calculate kinetic energies are shown 

below. 

In Equation (1) formula for kinetic energy of linear robot 

motion is shown [3] 

𝑇𝑙 =
𝑚

2
(

𝑟2

4
(𝜃̇𝑅 + 𝜃̇𝐿) +

𝑟2𝑑2

𝐷2 (𝜃̇𝑅 + 𝜃̇𝐿)
2

) , (1) 

where m is robot weight in kilograms, r and D are wheel 

and robot diameters in meters, d is distance between the 

wheel and the center in meters and 𝜃̇𝑅 , 𝜃̇𝐿 are right and left 

wheel speeds. 

Formula for kinetic energy of robot rotation is given in 

Equation (2) [3] 

𝑇𝑟 =
𝑟2

2𝐷2 𝐼𝐴(𝜃̇𝑅 − 𝜃̇𝐿)
2

, (2) 

 

 

where 𝐼𝐴 is the moment of inertia of the wheel which is 

assumed to be a constant in this research. 

Kinetic energy of both wheels rotation is calculated like 

shown in Equation (3) [4] 

𝑇𝑘𝑟 =
1

2
𝐼0(𝜃̇𝑅 + 𝜃̇𝐿)

2
, (3) 

 

where 𝐼0 is the moment of inertia of the robot which is 

assumed to be a constant in this paper. 

Total kinetic energy of a mobile robot is equal to the sum 

of previously mentioned kinetic energies, as shown in 

Equation (4) [4] 

𝑇 = 𝑇𝑙 + 𝑇𝑟 + 𝑇𝑘𝑟 . (4) 

 

It is also necessary to define wheel speeds. As shown in 

Figure 1, 1000 values ranging from 0 to 10 were taken. 

 

 
Figure 1. Defining wheel speeds 

 

For the purpose of creating 3D graphs, it is necessary to 

make a transformation in the X, Y, Z axis, using the 

command meshgrid from the numpy library, as shown in 

Figure 2. 

 

Figure 2. Transformation of X, Y, Z axis 

 

Figure 3. shows the part of the code in which the necessary 

parameters and graph names are set and this action is 

repeated for each of the kinetic energies. 

 

print("Creating linspaces for speeds.") 

v_r = np.linspace(0,10,1000) 

v_l = np.linspace(0,10,1000) 

print("Creating linspaces for speeds done.\nCreating meshes.") 

X, Y = np.meshgrid(v_r, v_l) 

print("Meshes done.\nCalculating z-axis.") 

Z1 = T_l(X, Y) 

Z2 = T_r(X, Y) 

Z3 = T_kr(X, Y) 

Z4 = T(X, Y) 
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Figure 3. Plotting of 3D graph 

 

 

3. Results and Discussion 

 

Figure 4 displays the dependence of linear motion energy 

on the wheel speeds of the mobile robot. It can be seen that 

the linear motion energy increases when one of the speeds 

increases while the other is low. When both speeds are 

high the linear motion energy is relatively low. Compared 

to the values of other kinetic energies the maximal value 

of linear motion energy is low. 

 

 
Figure 4. Kinetic energy of linear motion as a function of wheel speeds 

 

Figure 5 displays the dependence of robot rotation energy 

on the wheel speeds of the mobile robot. Behavior of this 

graph is similar to the one in Figure 4. The robot rotation 

energy increases when one of the speeds increases while 

the other is low. When both speeds are high the robot 

rotation energy is relatively low. Compared to the value of 

linear motion energy, the maximal value of robot rotation 

energy, is higher, but compared to others, value is still 

low. 

 

 
Figure 5. Kinetic energy of robot rotation as a function of wheel speeds 

 

Figure 6 displays the dependence of both wheels rotation 

energy on the wheel speeds of the mobile robot. It can be 

seen that the both wheels rotation energy increases when 

both of the speeds increases. When both speeds are low 

the both wheels rotation energy is also low. Compared to 

the values of other kinetic energies the maximal value of 

both wheels rotation energy is high. 

 

 
Figure 6. Kinetic energy of both wheels rotation as a function of wheel 

speeds 

 

Figure 7 displays the dependence of total kinetic energy 

on the wheel speeds of the mobile robot. Behavior of this 

graph is similar to the one in Figure 6. Total kinetic energy 

increases when both of the speeds increases, and inversely 

when both speeds are low total energy is low..Compared 

to the values of other kinetic energies the maximal value 

of total kinetic energy is the highest. 

 

 
Figure 7. Total kinetic energy of a mobile robot as a function of wheel 

speeds 

 

4. Conclusion 

 

The goal of the paper, which was to visualize kinetic 

energies of the mobile robot, was successfully 

accomplished. From the obtained graphs, it can be 

concluded that the kinetic energy of both wheel rotation 

has the highest influence on the total kinetic energy, 

followed by the rotational kinetic energy. Finally, the 

linear kinetic energy has the lowest influence. This is 

obviously only valid for the given robot manipulator 

configuration, and future work may include expanding 

this research to include different robot configurations. 
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Abstract: This paper presents a simulation of infrared sensor. The operation of IR sensors and their application will be described first. Then, for a 

predetermined sensor temperature, the distance of the object from the sensor will increase until it is obtained at what distance at which the object is not 

visible. Also, it will show how the temperature of the object changes with distance from the sensor itself and the written code in Python. 
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1. introduction 

 

Today, infrared (IR) technology is being widely used in 

everyday’s life and industry. The simplest example is 

communication between a TV and a remote control. 

Televisions use an IR sensor to receive the signal sent 

from the remote control. Lower power usage, simple 

design and convenient features are the main benefits of IR 

sensors. As IR radiation is not visible to the human eye, it 

can be found in areas of the microwave and visible 

spectrum. Infrared waves typically have wavelengths 

between 0.75 and 1000 µm. The IR spectrum itself can be 

divided into three regions: near (0.75 – 3 µm), mid (3 – 6 

µm) and far-infrared (higher than 6µm). 

An infrared sensor, shown in Figure 1, is an electronic 

device that emits to sense segments of the environment. It 

can detect movement and measure the heat of an object (in 

infrared spectrum, all objects radiate some kind of thermal 

radiation). 

 

 
Figure 2. An infrared sensor 

One IR sensor consists of five elements. These are infrared 

source, transmission medium, optical component, infrared 

detectors and signal processing. The infrared source is an 

IR LED that emits IR radiation that is not visible to the 

human eye. IR receivers or sensors detect the emitted 

radiation and come in the form of photodiodes or 

phototransistors. The photodiode’s output voltage and 

resistance change in proportion to the IR light received. It 

is important that the wavelength of the receiver 

corresponds to the wavelength of the transmitter. On 

Figure 2 is shown the described working principle of the 

IR sensor. 

 

 
Figure 3. Working principle of IR sensor 

The emitted radiation of the IR transmitter reaches the 

object, and part of the radiation is reflected back to the IR 

receiver. Based on the reception intensity of the IR 

receiver, the sensor output is defined. 

It was initially mentioned that IR sensors are widely used. 

Some of the applications are: night vision devices, 

radiation thermometers, infrared tracking, meteorology, 

gas detectors etc. 

 

2. Methodology 

 

Like any body or object radiates a certain amount of 

thermal radiation it is possible to determine at what 

distance its temperature will be zero degrees Celsius. This 

dependence is given by the following equation (1). The 

calculated new temperature decreases with the square of 

the distance: 

 

𝑇𝑛𝑒𝑤 =
𝑇𝑠𝑒𝑛𝑠𝑜𝑟

𝑟2 , (1) 

where Tsensor stands for initial temperature sensor, r for 

object distance from the sensor and Tnew for the new 

calculated temperature. 

Approaching the code writting (presented on Figure 3) 

was easy. For the set temperature of IR sensor, distance 

was increased using arange command form the numpy 

library. Calculated data was stored in the matrix Tnew. 

 

import numpy as np 

import matplotlib.pyplot as plt 

 

T=100     #set temperature of IR sensor 

r=np.arange(0.01, 100.01, 0.01) 

Tnew=T/(r**2) 

plt.figure() 

plt.plot(r,Tnew,linewidth=6)   
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plt.rc('axes', titlesize=64) 

plt.rc('figure', titlesize=64) 

plt.xlim(0,10) 

plt.ylim(0,100) 

plt.xlabel('Distance [m]') 

plt.ylabel('Temperature [°C]') 

plt.title('Temperature depedence on distance') 

plt.grid() 
Figure 4. The Python code 

 

3. Results and Discussion 

 

After analysing the collected data, it is evident that results 

are not the same. As the initial temperature of the IR 

sensor increases, distance at which the object will be 

invisible also increases. Following figures (Figure 4, 

Figure 5 and Figure 6) graphically show  dependencies for 

a different set sensor temperature. 

With an initial IR sensor temperature of 100°C (Figure 4), 

the IR sensor will not see an object at approximately 10 

meters. 

 

 
Figure 5. Temperature dependence at 100°C 

By reducing the initial temperature of the IR sensor to 

50°C (Figure 5), the distance at which the object will not 

be visible has also decreased (to approximately 7 meters). 

 

 
Figure 6. Temperature dependence at 50°C 

By further reducing the initial temperature, the distance at 

which the object will not be visible is further reduced. 

Figure 6 shows the temperature dependence for the initial 

IR sensor temperature of 25°C. 

 

 
Figure 7. Temperature dependence at 25°C 

4. Conclusion 

 

As IR sensors are being widely used (military, 

meteorology, water analysis, radiation thermometers, 

infrared tracking, gas detectors etc.), it is important that 

they are as accurate and efficient as possible. 

For the set IR sensor temperatures, distance of the object 

from the sensor is increased until the object becomes 

invisible. Initial temperature decreases with the square of 

the distance and the obtained results are graphically 

displayed. 

For further research, external environmental influences 

that affect the operation and quality of IR sensors should 

be taken into the consideration. 
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Abstract: This paper will describe ultrasonic sensor, principle of operation and the principle of calculating distance using the above. There will be shown 

simulation of sensor measurements for different values of the distance. Second part will analyse the procedure of simulating sensor values using Phyton. 

Program written for purposes of this paper will be explained and described. The third part includes the results which are given in a form of graphs and table. 

Measurement error will be evaluated based on standard deviation, mean value and variance of given measurements. The conclusion contains comments on 

the results and the advantages and disadvantages of ultrasonic sensors 
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1. introduction 

 

In this paper it will be discussed and simulated effect of 

measurement error on ultrasonic sensors. Ultrasonic 

sensors are used for sensing proximity and detecting levels 

with high reliability [1]. Using ultrasonic sound waves it 

is possible to determine distance between sensor and 

object [1]. 

 

 
Figure 8 Basic working principle of ultrasonic sensors 

 

Ultrasonic sensor is made of two parts; ultrasonic 

transmitter and ultrasonic receiver as shown in figure 1 

[2]. Transmitter emits a chirp with a frequency range 

between 23kHz and 40kHz [2]. This frequency is above 

human hearing range and hence the term ultrasonic [2]. 

After transmitting, it is then measured the time it takes for 

sound to bounce off of the object and return to receiver. It 

is known that sound travels at a speed of 343 m/s and with 

this information it is possible to calculate the distance 

between sensor and object with the following equation [2]: 

 

𝑑[𝑚] =
𝑡[𝑠] ∗ 343 [

𝑚
𝑠

]

2
 

 

Where: d – distance between sensor and object, t – time 

between emitting and receiving sound. To compensate for 

time it takes for signal to return after bouncing off of an 

object, it is necessary to divide the equation with half. 

In the next part it will be simulated a 2% measurement 

error on distance of 1m, 5% measurement error on 

distance of 10m and >10% measurement error for 

distances greater than 10m. This simulation is necessary 

to determine effectiveness of ultrasonic sensors on 

multiple distances. 

  

2. Methodology 

 

Sensor error percentage is divided on three parts. For 

dimensions under one meter percentage error is 2%, 

dimensions above one meter and under ten meters 

percentage error is 5% and for dimensions above ten 

meters percentage error is not constant and its value can 

be number between 10% and 100%.  

First part of simulation which includes dimensions under 

one meter was realized using code that is shown on Figure 

2. 

 

 
Figure 2 Python code for simulating distance of 1m 

Firstly, it is necessary to import libraries such as numpy 

and matplotlib. Simulation time was 100s with the 

sampling frequency of 10Hz. Distance is set to one meter 

with percentage error of 2%. Maximum error value is 

product of distance and percentage error. To simulate 

measurement error, a random number was generated with 

value between negative and positive maximum error value 

of 2%. Next, for loop was used to simulate sensor 

measurement. With the sampling frequency of 10Hz and 

simulation time of 100s we are given the result of 1000 

samples of measured values. These 1000 samples are then 

shown in a form of graph. From this graph it is calculated 

mean value, standard deviation and variance which will be 

later used for assessing the accuracy of ultrasonic sensors. 

Same code can be applied for distance between one and 

two meters where percentage error was 5%. However, for 

simulating distances over ten meters whose percentage 

error is over 10% it is necessary to alter the code, as shown 

in Figure 3. For the distance over ten meters measurement 

error is not constant and its value can vary between 10% 
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and 100%. Figure 3 shows implementation in Python of 

this effect. 

 

 
Figure 3 Python code for simulating distance greater 

than 10m 

First step for simulation was to create a list of random 

values between 0.1 and 100. It is important to notice that 

error could also be negative value and therefore a list of 

binaries (0 or 1) was created. Next, zeroes were substituted 

with 1 and 0 was substituted with -1. After substation, list 

with measurement values (0.1 – 100) were multiplied with 

list of 1’s and -1’s to get negatives as well as positive 

values. Using the second for loop the simulation was 

completed and the results were presented in a form of 

graph. 

 

3. Results and Discussion 

 

 
Figure 4 Simulation results for distance of 1m 

 

 

 
Figure 5 Simulation results for distance of 10m 

 
Figure 6 Simulation results for distance greater than 

10m 

Table 1. Simulation results 

Distance 1[m] 5[m] >10[m] 

Mean 0.9995 9.9877 15.0473 

Standard 
deviation 

0.0113 0.0113 9.1111 

Variance 0.0001 0.084 83.011 

 

Analysing figures 4, 5 and 6 it is noticeable that 

measurement is very inconsistent. Measurements can 

depend on many different parameters such as humidity, air 

pressure, air currents and so on, which cannot be 

controlled and this effect is illustrated in figures above [3]. 

 

4. Conclusion 

 

By analysing the given results, it is visible that higher 

measurement distance yields higher measurement errors. 

Best results are shown at closer range.  

Mean value of all three distances are within reasonable 

range, however more noticeable errors occur while 

analysing standard deviation and variance as shown in 

table 1. Analysing the standard deviation and variance, we 

can conclude that there is greater spread of values at 

greater measuring distances. 

In conclusion, ultrasonic sensors are cheap, simple, 

lightweight and with small power consumption [4]. 

However, their accuracy is decreased with greater 

distances and therefore should only be used in short 

distance measurements. 
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1. Introduction 

 

Modern control systems used in different industries like 

robotics and aeronautics support such delicate and 

expensive systems and equipment, there is no room for 

error when it comes to their inner workings [1]. In these 

systems, variables such as reaction time, speed or power 

usage have very low tolerance limits in order to satisfy a 

particular requirement, depending on their purpose [2,3]. 

One could imagine it takes decades and decades of 

destroyed test equipment and financial strain before 

reaching such a level of complexity in any system, but 

thanks to the rapid advancement of computer technology 

in the recent decades, it’s possible to avoid the expensive 

equipment loss while still being able to learn something 

from the designed theoretical systems. 

One of the main reasons the problem can be approached 

this way is the use of simulations, or better said, 

mathematical models of these systems. These models 

attempt to approximate the behavior of their real-life 

equivalents by using sets of differential equations to 

describe the input-output relationships of the components 

in the system they’re simulating. 

There already exists a number of software packages 

designed to create these simulations, the notable one being 

MATLAB and its feature rich package Simulink [4]. The 

subject of this paper isn’t MATLAB and its inner 

workings, but rather the advantages of designing custom 

mathematical models and simulations using Python (or 

any other programming language) with the example of the 

design of separately excited DC motor model. 

The aforementioned software packages have well 

optimized models and procedures that enable the user to 

create fast performing simulations with accurate results. 

The issue is, these software packages are often clunky, 

take tens of gigabytes of space on the drive and have 

license systems that prevent hobbyists from using the 

software altogether, unless they’re ready to pay a 

significant sum of money for a piece of software they 

likely aren’t going to be making any profit from.  

Any upgrades to these software packages usually come 

bundled in new versions. The new software versions also 

tend to have obsolete and removed functions, replaced by 

better performing ones. This is great from a development 

standpoint, but often means no backwards compatibility 

so it requires users to keep all versions of software 

relevant to the project installed on their computer, causing 

storage space problems. 

2. Separately excited DC motor mathematical model design 

 

If behavior of a system can be described using a set of 

differential equations, it can be modeled in any 

programming language that can perform numerical 

integration and derivation (or in worst case, these methods 

can be developed). In the case of Python, the numpy and 

scipy packages have all the required tools one would need 

to design a mathematical model of such a system. The 

numpy module is especially important because it’s written 

in C which trades Python’s dynamic typing in favor of a 

significant performance boost, especially when working 

with multiple large datasets. 

DC motor converts electrical into mechanical energy, 

therefore it can conceptually be split into a mechanical and 

electrical subsystem [5]. Both subsystems are defined with 

a set of differential equations that describe the relationship 

between different variables inside them, such as armature 

current, motor torque, load torque etc. 

The mechanical subsystem defines the relationship 

between speed ω, motor torque Tem and load torque as: 

 
𝑑𝜔

𝑑𝑡
=

1

𝐽𝑡𝑜𝑡

(𝑇𝑒𝑚 − 𝑇𝐿), (1) 

   

It should be noted, in this model TL represents both load 

torque and the torque caused due to the bearing friction. 

Jtot represents rotor and load inertia. Differential equation 

of the electrical subsystem shown in (2) defines the 

relationship between armature current ia, armature voltage 

Ua and electromotive force e caused by the motor rotation. 

La and Ra represent armature inductance and resistance. 

This equation can be defined as: 

 

 
𝑑𝑖𝑎

𝑑𝑡
=

1

𝐿𝑎

(𝑢𝑎 − 𝑖𝑎𝑅𝑎 − 𝑒), 

 

(2) 

The operation of these two subsystems is mutually 

dependent considering motor torque is a function of 

armature current and electromotive force is a function of 

motor’s rotational speed [5]. The relationship between 

motor torque and armature current can be seen in (3) and 
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the relationship between electromotive force and 

rotational speed is shown in (4). These equations can be 

written as: 

 𝑇𝑒𝑚 = 𝑘𝑚Ѱ𝑖𝑎 = 𝐾𝑚𝑖𝑎 (3) 

and: 

 𝑒 = 𝑘𝑒Ѱ𝜔 = 𝐾𝑒𝜔. (4) 

   

For both expressions, magnetic flux linkage Ѱ is assumed 

constant. Graphical representation in a form of a block 

diagram shown in figure 1 helps visualize the system and 

the relationship between its subsystems. Inputs into the 

system are armature voltage and load torque and the 

output is motor’s rotational speed, but several other 

variables can be monitored. 

 
Figure 1. Block diagram of a separately excited DC motor 

 

This mathematical model can be designed in Simulink, but 

requires a MATLAB installation. In some applications, 

such as when implementing optimization algorithms [5] or 

when requiring optimized single purpose simulations, it 

could be more convenient to design the model by using a 

programming language where all required variables are 

stored in large arrays which can further be used for 

different purposes. 

In Figure 2, armature current and rotational speed are 

plotted for fixed armature voltage. Just like in MATLAB, 

there is a tradeoff between performance and accuracy. 

Considering all of the variables are discrete data sets, step 

size and simulation time determine the number of points 

in time where a value for each variable needs to be 

calculated. 

 
Figure 2. Plot of DC motor variables in time 

3. Conclusion 

 

Given the complexity of the problem, in most cases it is 

more productive and efficient to design mathematical 

models of prototypes and theoretical systems in already 

developed general-purpose simulation software packages. 

Given their general-purpose nature, in most cases these 

packages are designed with accuracy and ease of use in 

mind, not low execution time.  

Optimization algorithms greatly benefit from reduced 

execution time achieved by removing all unnecessary 

parts of the model and in some cases isolating certain parts 

of the code which is especially easy if the model of the 

system already is in a form of code. The other notable 

feature of this workflow is absence of restraints and limits 

due to the working environment. This means it’s possible 

to implement custom GUI to highlight important 

variables, different ODE solvers and any data analysis 

procedure not already implemented in the common 

simulation software. 
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Abstract: Trilateration is an often-used method of mobile robot localization. It uses three distances from known points to determine the location of a robot.  In 
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displayed. Resulting plot accurately portrays how trilateration is used to find the absolute location of a mobile robot. 
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1. Introduction 

 

Mobile robots are increasingly used in manufacturing and 

service industry. The main advantage is that they can 

operate autonomously. For this to be achieved, mobile 

robots must include a localization system in order to assess 

the robot position as accurately as possible. There are 

many different solutions which are used to solve the 

localization problem. They are classified in two general 

groups: relative and absolute localization methods [1].  

In relative localization, internal measurements are used to 

determine the robot position and orientation from a known 

initial position. The two main methods in this field are 

inertial navigation [2,3], in which the measured data are 

accelerations of robot points and angular velocities; and 

odometry [4], in which the measured data are wheel 

rotation angles. Odometry is a widely used technique 

because of its low cost, high updating rate and short path 

accuracy [5]. However, its unbounded growth of time 

integration errors with the distance travelled by the robot 

is unavoidable and represents a significant inconvenience 

[6].  

In absolute localization, the position is determined from 

its geometric relationship with external measurements of 

the robot workspace. Sensors such as laser scanner, 

camera, ultrasound etc. provide distance or angular 

measurements, relative to the robot. There are several 

methods of absolute localization. The first group of them 

apply when the measurements correspond to the same 

robot position (geometric methods). In such a case, the 

robot position can be straightforwardly obtained from the 

measured data and its geometric relationship with the 

robot position. This is the case of trilateration, which 

determines the robot position from distance measurements 

associated with a set of known points or landmarks [7]. 

Triangulation is used when the measured data are angles 

[8].  

In this paper visualization of trilateration is done in Python 

programming language with matplotlib which is used for 

plotting. matplotlib is a portable 2D plotting and imaging 

package aimed primarily at visualization of scientific, 

engineering, and financial data. [9].  

 

2. Methodology 

 
As mentioned in the introduction, Python is used in this 

study. Three circles are defined by their center coordinates 

and radii. Mathematical formulas for intersection points of 

two circles [10] are used and an intersection function is 

defined. Inputs are coordinates of two circles and their  

 

 

 

 
 

Figure 1. Intersection points of two circles [10] 

 

 
radii, the function returns coordinates of 2 points of 

intersection. Figure 1. shows the notation used in the 

function. Distance d between the points “P1” and “P0” is 

calculated first in Eq. 1: 

 

𝑑 = √( (𝑥1 − 𝑥0)2 + (𝑦1 − 𝑦0)2)  , #(1)     

 

 Using the properties of right triangles, we can solve for 

length a (Eq. 2):  

 

𝑎 =
𝑟0

2 − 𝑟1
2 + 𝑑2

2𝑑
, #(2) 

 

where r0 and r1 are radii of circles. Length h is calculated 

using the Pythagorean theorem:  

 

ℎ2 =  𝑟0
2 − 𝑎2, #(3) 

 

Next to last, coordinates of point “P2” are calculated by 

following equations 4,5: 

 

𝑥2 = 𝑥0 + 𝑎 ⋅
𝑥1 − 𝑥0

𝑑
 , #(4) 
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𝑦2 = 𝑦0 + 𝑎 ⋅
𝑦1 − 𝑦0

𝑑
 , #(5) 

 

And finally, intersection coordinates of point “P3” on 

either side of point “P2” are calculated in similar way 

(Eq. 6,7,8,9):  

𝑥3 = 𝑥2 + ℎ ⋅
𝑦1 − 𝑦0

𝑑
 , #(6) 

 

𝑦3 = 𝑦2 − ℎ ⋅
𝑥1 − 𝑥0

𝑑
 , #(7) 

𝑥4 = 𝑥2 − ℎ ⋅
𝑦1 − 𝑦0

𝑑
 , #(8) 

 

𝑦4 = 𝑦2 + ℎ ⋅
𝑥1 − 𝑥0

𝑑
 , #(9) 

 

The intersection function is then applied to first and 

second circle, and first and third circle in order to obtain 

two points of intersection per circle pair. Each point from 

one circle pair is compared to other pair. If the points 

match with some acceptable error, then the point where 

three circles intersect is found.  

Visualization is done with matplotlib library. Sensor 

distance circle is drawn by using a cosine function on x 

axis, and sine function on y axis. This is repeated for 

sensor error tolerance circles by increasing and reducing 

the radius 5 percent. Area between these two circles is 

filled red. Circle centre is marked with a plus sign. This 

process is then repeated for two other circles. Finally, a 

blue dot is positioned on the intersection of these three 

circles.  

 
3. Results and Discussion 

 

 

Figure 2. Trilateration localization plot  

 

The resulting plot is given in Figure 2. Blue dot represents 

the location of the robot if it’s assumed the sensors are 

perfectly accurate. Since that is not true, the red area that 

intersects is a less probable location of the robot. 

4. Conclusion 

 
Trilateration is a method of mobile robot localization. In 

this paper it is described how to visualize it in Python 

programming language with sensor error taken into 

account. Resulting plot truthfully portrays how 

trilateration is used to find the location of a mobile robot. 
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Abstract: This paper represents problem solving methods of manipulating and control of dual arm robot in real and predictable situations using simplified 

approach in mathematical calculations, considering eventual and very possible faults during robot’s lifespan. These approaches are not reserved for dual-

arm robot only but can be used on multi-arm robot as well. Accounting for present day practices and its impact on robot longevity, latest paradigms are 

considered – particularly, ones assessing the efficiency and plausibility of evolutionary robotics and various algorithms compared to conventional methods 

like Jacobian method and null space method. While Jacobian method and null space methods are methodologically credible, various dependencies and rising 

complexity are implied as potentially negative impact from economic and flexibility-of-use perspectives. Findings on the application of evolutionary robotics 

algorithms have shown to come with successful and demonstrative results for dual arm robots with higher degrees of freedom. Additionally, this may imply 

the positive outcomes in terms of energy saving, parts longevity, velocity of robot development, and adaptability to different scenarios.  
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1. Introduction 

 

Dual-arm robot manipulators and multiple movement 

freedom requires very complex mathematical 

management so each arm could be able to execute given 

task in a way that avoids collission with other arm [1]. The 

simplest example of using a dual-arm robot is when each 

hand performs the same task and does not depend on the 

other hand like stacking goods on, or from a conveyor belt, 

where a dual-arm robot typically behaves like two 

different one-arm robots. The situation is further 

complicated if two arms have to perform a process 

together. Two arms can perform symmetrical or mirror 

operations such as lifting an object and moving it, the 

same movements but phase or time shifted such as pulling 

a rope, or totally different operations, where one hand 

depends on the other, such as removing food rests from 

the plate. Additionally, collaborative systems 

dimensioned for complex tasks like multi-robot 

collaboration in autonomous construction tasks [2] or 

aerial or mobile manipulation [3] call for new holistic 

approaches that would yield better optimisation flexibility 

and method ubiquity. 

 

2. Methodology 

 

With practical applications of dual arm arobots are 

considered, the robot design and parameterisation get even 

more complex with each arm having more freedom of 

movement, i.e., such robot has more joints driven by a 

separate drive, and each segment of the arm has its own 

mass. When moving the arm segment from a stationary 

position, that part of the arm accelerates or slows down, 

so it is necessary to take into account the inertia of 

individual segments. These mass inertias are variable 

because it is not the same whether the segment moves 

closer to the axis of rotation (folded arm) or far from the 

same axis of rotation (stretched out arm). Additionally, 

things get complicated if such arm picks up or drops an 

object at the end where the sum of inertia for a given hand 

suddenly changes. 

 

This problem can be solved by moving the "empty" arm 

at a higher speed than when it is under load for that 

difference in load mass when calculating inertia. The 

image of the system changes significantly if the robot 

constantly changes the weight of the load. One such 

example is picking and separation of segments of different 

shapes on the recycling belt. In the end, the problem is not 

that the robotic arm will change the inertia, but the 

problem is whether will it stop in a specific position 

without overshooting and takes additional position 

corrections after stopping because that requires 

unnecessary movements which significantly prolongs task 

execution time. In cases of fast processes, as with the 

already mentioned conveyor belt, it could happen that the 

robot is not able to perform any given task [4]. The risk of 

this issue occurring increases not only with the number of 

units or robotic arms used, but with additional system-

wide parameters as presented by Kim et. al (2013) on an 

example of quadrotor with two DOF robotic arm – where 

the robotic manipulator, as well as its dynamics, are highly 

couopled with the areal vehicle.  

 

Once other such issues like precision, performance 

reliability, system robustness, or energy efficiency are 

accounted for, one may come with a conclusion robotic 

system is highly contextual and grows tremendeously in 

complexity as collaborative tasks are included. Whilst 

previous examples have no direct reprecutions on human 

helth, once such endeavour is envisioned by NASA 

through their plan to lead human Martian exploration [2]. 

In order to facilitate the landing site, life-vital 

infrastructure, transporation systems, and various other 

moduels; NASA is incredibly reliant on the uzse of robotic 

technologies that ought to perform such tasks with nearly 

zero-margin errors [2]. 

 

With previous examples in mind, this research seeks to 

investigate and analyse existing research on various 

applications of design and analysis of dual arm robots with 

an aim to come with an overview of novel technologies 
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and methodologies within the scope of evolutionary 

robotics that could enhance specific processes. 

 

3. Results and Discussion 

 

From the presented situations, it is obvious that a very 

complex algorithm is needed to process the data for a 

given robot in order for it to be able to perform any given 

task. Therefore, a new way of controlling the robot is 

proposed by implementation of impedances with inertia, 

damping and stiffness on the robot using the relative 

Jacobian technique because the method greatly simplifies 

programming by considering double-arm robot as a one-

arm manipulator [5]. Movements are thus defined in such 

a way that a end motion is defined as the relative motion 

of two end motions by given paths. 

 

Any machine that has more moving parts is also more 

susceptible to brake down more easily. The most critical 

points of failure are the joints of individual segments of 

the robot's arm. Although the robot is seemingly operative, 

the increased clearances in the joints increase the 

inaccuracy of the robot. The closer the faulty joints are to 

the mount of the manipulator, the greater the error at the 

end of the arm. As it is not possible to predict when and 

where the shift in accuracy will occur, two solutions to this 

problem have been proposed. One of them is by limiting 

manipulativeness to the optimal efficiency of both robot 

arms using Jacobian Zero Space. The second way suggests 

allowing compensation of losses over the final results of 

the movement using zero space saturation. 

 

Other methods of controlling the robot is such similar 

scenarios are evaluated through the prism of utilisation of 

genetic algorithm (GA) in the case of simple robotic 

manipulators with two DOF, to which was found such 

method could be plausable for the usecase of optimisation 

of robot manipulator paths in regard to joint torque [6]. 

Specifically, the application of algorithms based on 

evolutionary robotics principles allow for significant 

energy savings through optimisation of actuator torque 

dependant on the joint trajectory – further implying not 

only energy savings itself, but overall prolongation of the 

work life of the robotic manipulator and consequential 

maintenance or acquisition cost benefits for businessies 

using them. Related work on the use of GA are further 

discussed by Baressi Šegota et al. (2020), as well as 

comparative analysis of results obtained through the 

application of the beforementioned altorithm and other 

commonly used algorithms, such as simulated annealing 

(SA) and differential evolution (DE), on an example of six 

DOF robotic manipulator. Results obtained through the 

analyses showed successful optimisation of six DOF 

robotic manipulators using evolutionary algorithms – with 

best results provided by GA with random recombination 

[7]. 

 

4. Conclusion 

 

While there are various complex methods of fault control, 

such as kinematic joint fault tolerant control is based on 

Jacobian method and using saturation null space method 

that changes the current configuration of both 

manipulators without affecting the desired relative and 

effectors distance [8], implementation of such methods for 

robotic dual arm manipulators with higher DOF may 

exceed overall calculation complexity – which may 

inconclusively lead to procedural errors. Evolutionary 

robotics and genetic algorithms have shown great results 

in specific scenrios and may be deemed as more cost-

effective and time efficient. This is backed by findings 

from Baressi Šegota et al. (2020) and Stroupe et al. (2005).  
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1. General  

 

We are moving in a direction where robots nowadays are 

starting to be more and more parts of our society in every 

way. They are helping us in many ways, even in the ways 

we’re maybe not aware of. Nevertheless, one of the tasks, 

what we humans expect from them and generally is one of 

the abilities that every entity has is movement. We would 

like to make robot move in coordination with the given 

task. Task it can complete my moving, considering today 

we have robots which are able to move in many different 

environments. If we can move the robot, or any path 

planning when thinking in general terms. GPS systems 

can benefit from this type of planning for that matter  

 

2. introduction 

 

When mobile robots receive request to move to a specific 

location, robots must first find optimal path to reach that 

location. There are multiple ways to calculate their path, 

but one that will be described in this article is Visibility 

graph.  

The visibility graph is a fundamental combinatorial 

structure in computational geometry, that is used in 

computing shortest paths among polygonal obstacles in 

the plane and in decomposing two-dimenstional shapes 

into clusters. 

Visibility graph is often used in robotics, and there are 

many examples of it being used. One of early 

implementations of visibility graph happened in 1969 

when Nils Nillson made Shakey the Robot, which was 

first general-purpose mobile robot able to reason with its 

own actions, and it used visibility graph to map its 

environment.  

 

3. Methodology 

 

Visibility graph is often used to find shortest path among 

set of polygonal obstacles in the plane. This problem can 

be divided into two smaller problems. First is constructing 

visibility graph and second is applying algorithm that 

finds shortest path among all possible paths, then use those 

nodes for finding the shortest path. We ensure movement 

of robot outside restricted area by following only visible 

paths between vertices of the obstacle.  

First thing is to import a map. We used matrix format, 

where zeros represent moveable space, ones represent 

obstacle, and twos are the vertices of the obstacle, or 

polygon that represents the shape of the obstacle. Border 

of the map is confined by ones, where robot shouldn’t 

move. We specified the starting and ending point by 

values 3 and 4 respectively. There are 19 nodes total, 

including starting and ending node. Concerning code 

complexity with respect to the number of fields, we expect 

O(𝑛2) iterations of the algorithm for iterating through the 

entire matrix. The matrix is in form of nested arrays where 

each inner array represents row of matrix.[1] 

 

 
Figure 1. Map space 

 

Our main algorithm, after plotting the map, iterates trough 

the  map and finds all the vertices. This takes O(𝑛2) 

iterations to complete. After forming the list of x and y 

coordinates of the vertices, we proceed to analyse every 

pair of vertices. This requires again iterating O(𝑛2) times. 

In inner loop, we calculate distance between vertices. We 

can see if distance is equal to zero, which means we’re 

referencing to same spot, and can continue to iterate. Then 

we check for visibility between two vertices. It is done by 

collision checking function described later.  If the function 

validates no obstacle between points, we proceed to plot 

the path between vertices and append it to the node 

connection graph[1] 

 

We defined functions to make the code more readable and 

easier to reuse. They are Dijkstra and A* search 

algorithms and collision checking for pair of vertices.  

Dijkstra function accepts list of adjacent nodes. It is 

formatted as dictionary. Dictionary consists of key value 

pair, so that the key is the observed vertex, and its pair is 

a list of tuples which contains connected second vertex 

and distance to it from current point. In this way, every 

point has connections and distances to other points in map. 

Next parameters of Dijkstra are start and end node.  
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We first mark all nodes unvisited. At the first vertex, we 

assign zero values as starting and infinity as value for all 

other nodes. Then we visit adjacent nodes and update their 

distance to parent node. We go to the next node and update 

its distance. If the adjacent node has shorter path, we 

update it. This is repeated until target node is reached. 

After calculating the path, the optimal trajectory is 

displayed and plotted on the map [2][3]. 

 

Collision checking is O(n), where n is number of points 

we take along the line between two nodes. The algorithm 

is as follows.: Function takes the x and y coordinates of 

the first and second point. Then, we populate an array of 

numbers between x values of the two points, with large 

number of points between, as the linear complexity of 

algorithm doesn’t greatly depend on number of points 

considering quadratic complexity of earlier stages of 

algorithm.  

The equation of a two points line is used to construct x and 

y pairs for every x between vertices. We can then check, 

for every point, if we have an obstacle, or 1 in our mapped 

space for that specific spot on the map. One problem is, 

when using this approach, points that are on the same x 

coordinate result in division by zero in formula. To 

overcome this, we first check if we’re dealing with that 

kind of vertices, and if yes, we just have to check all the 

points on the line between considering y coordinate as the 

variable. To clarify, we normally use x as variable and y 

as function of x, but in case of points with same x 

coordinates, we use y as a variable of function x. The 

function returns False in case of hitting the obstacle, but 

returns True when no obstacle was found.  

 

Another method was tested, but not implemented. We 

tried using the polar coordinates sweep, where a ray would 

be rotated around the vertex, and for every position of that 

ray the algorithm checks if the ray hits any obstacle. In the 

end, we used first solution, gave good results. 

 

 
Figure 2. First vertex with legal and illegal connections 

 

 
Figure 3. First six vertices processed 

 

 
Figure 4. All vertices processed 

 

It is worth mentioning that this approach works with 

theoretical models of robot. In real use, we can see the 

problem when robot has its own dimensions, and collision 

would have to take in account those parameters. We have 

neglected those as it was not in the scope of this paper, but 

main principle holds. 
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3. Results and Discussion 

 

After executing the algorithm, full map is displayed with 

all the nodes that are in visible path of each other. In 

addition, Dijkstra algorithm provides us with the shortest 

way of getting from point A to point B. 

 

The fastest path between A and B is marked with red line. 

Calculated path is very close to the shape of ideal, fastest 

path that would be straight diagonally from start to end, 

when obstacles would be ignored. If we assume different 

shape of the map, we can vary number of vertices, edges. 

One can easily see the applications of this type of path 

planning. Our testing map can be overlayed with some 

ground shots of various terrains, scaled.  

 

You can imagine this map being a living room where 

objects are represented as obstacles, which is something 

that we can se implemented in robots for transporting 

material, automated delivery robots (warehouses, etc.). 

With slight altering of the code or parameters, we can 

achieve different behaviour, we can use the map of nodes 

to make the robot visit each and every one in different 

kinds of patterns.  

 

 
Figure 5. Final plotted path (red) from the start vertex to end vertex 

 

As long as the map has collision, nodes to provide to 

Dijkstra algorithm, we can achieve motion with robot. If 

we scale this map to larger scenarios, like factory, or even 

city block, one can see this algorithm can be even used in 

small vehicles like scooters, bikes, drones, RC aircrafts, 

toys. It can be used in medical purposes, for delivering 

medical supplies, etc. It can be used in larger vehicles, like 

modern electric automobiles, taxi services, mail delivery, 

magazine delivery. It can be used in every vehicle, land, 

sea or air. Code can be updated with all sorts of new 

features, depending on the specific targeted area of 

implementation.  

 

 

 

 

 

This planning can be optimised even further by modern AI 

methods. One can train AI model to achieve movement 

between vertices in a manner it is trained to. This opens 

very broad field of applications, including naval. 

 

The execution times for small number of vertices is in 

terms of seconds. This includes the whole program, 

including plotting. While map traversal takes most of the 

computing time, once it is completed and all the vertices 

are mapped, we can do calculations and path planning on 

those mapped vertices in any way we like. 

This is very rudimental but robust way of moving through 

space, and finding fastest path. 

 

4. Conclusion 

 

Topic of path planning is quite interesting, with a lot of 

potential applications. It can help us in everyday life, 

improve the quality of life and make repeating tasks more 

easy to manage. This article expanded a way of thinking 

about hardware and software for generating maps as input 

to our program. If we include other evolutional robotics 

topics, like neural networks, convolutional neural 

networks, reinforced learning, or even include this on 

swarm of robots, there is a whole new virtual space of 

possibilities for usage.  
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Abstract: Density functional theory ab initio computations allow researchers to calculate and predict properties of many-body particle systems. Unfortunately, 

these calculations are computationally intensive, and research has been done on using machine learning predictive methods to bridge the gap between 

usefulness and execution speed. In this paper research has been done on using a multilayer perceptron to approximate DFT energies from a dataset of 

known DFT densities. In the methods section the dataset was described while the source from which it was generated was referenced. Following the 

description, the dataset was analysed and prepared for use in MLP regression by extracting highest correlating features. The MLP hyperparameter search 

grid was set and scoring measures were described. In the end the model with the best results was extracted while the results were listed and visualised 

followed by a discussion. Finally, a conclusion was made that the research was successful as a ground-state energy mapping from DFT densities is observed 

and the hypothesis from the introduction was confirmed. 
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1. Introduction 

 

Interest in using machine learning (ML) for scientific 

research has grown exponentially in the last two decades 

[1][2] as more computational resources became readily 

available and many free and easy to use frameworks for 

developing and applying ML programs have been 

constructed with many meticulously curated databases to 

experiment with [3][4]. ML is a way to create input and 

output mappings only from acquired (sampled) data where 

theoretically formulating functions would be difficult 

[5][6]. This is the reason why ML has spread to sciences 

with multivariate and nonlinear data like in medicine 

[7][8] or in places that have complicated interactions or 

quantum physics problems like in material sciences [9] 

and computational chemistry [10]. Leveraging ML in 

computational chemistry has lately proved very successful 

[11]. In this article, the focus will be on density functional 

theory (DFT) which is a computational quantum 

chemistry model used to extract the electrical properties 

of many-body systems of particles [12].  

As is shown in the work of Burke et.al. [13][14] if there is 

a known electron density then other electrical properties 

like the electron potentials and ground-state energies can 

be calculated or approximated. The aforementioned 

publications calculated DFT energies using ML to 

approximate exchange-correlation functionals with kernel 

ridge regression. The goal of this research was to see if its 

possible to adequately approximate water molecule 

energy via regression on a density dataset using a 

multilayer perceptron by bypassing the need for 

approximating the unknown exchange-correlation 

functional by using neural networks to create a direct 

mapping between the density and ground-state energy.  

 

2. Methodology 

 

The dataset chosen for the research is the water densities 

dataset from public and free repository [15] with many 

DFT-based datasets and is used as-is. The densities dataset 

was generated by Bogojeski et.al. and for details on its 

generation, we refer to their publication [14].  

The water dataset contains 102 molecular geometries 

formatted in the Bohr model with their coupled-cluster 

(CC) energies, DFT energies, and DFT densities based on 

the PBE functional. Each geometry is given as a 3x3 

matrix and has a CC and DFT energy given in kcal/mol 

and a DFT density given in 125000 Fourier basis 

coefficients per geometry. Dataset is visualised in Figure 

1 where the first graph shows the density coefficients with 

densities overlapping for each geometry and the other two 

are DFT and CC energies with markers for each geometry. 

 

 
Figure 9 Visualising densities and energies from the dataset  

The dataset used has a great number of input features 

(125000) but has a relatively small number of samples 

(102) for each feature. Because of those characteristics 

training of the ML model can be slow and cause input 

noise with features of low importance [16]. These effects 

require analysis of min and max values, their mean, 

standard deviation, and Pearson correlation between 

features to try and extract the most useful features. Due to 

the size of the density dataset, a correlation matrix isn’t 

viable and has been performed in chunks per 5000 features 

due to computational restraints. The correlation of features 

against DFT energy was observed and if the values were 

between -1 and -0.6 or 0.6 and 1 those features were kept. 

The standard deviation of the densities and the correlation 
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values of the densities against the DFT energy are 

illustrated in Figure 2. The CC energy has an almost 

perfect correlation which is expected. After extraction of 

the highest correlating values, the size of the density 

dataset ended up having 7012 features for 102 samples. 

This final dataset is randomly split between a train (70%) 

and test (30%) set. 

 

 
Figure 10 Analysis of the DFT densities. First graph shows the density 
coefficients, second graph is the standard deviation between the 
densities per geometry, third graph shows correlation value of the 
densities against the DFT energy 

Approximation of molecular energies is done using 

regression analysis as a statistical model by estimating the 

relationship between a dependant variable (the molecular 

energy) and the independent variables (density features). 

In this case, the computational model of a machine 

learning framework for regression such as a multilayer 

perceptron (MLP) was used.  

A multilayer perceptron is a type of feedforward artificial 

neural network (ANN) that is characterized as having 

three or more layers of interconnected neurons. The 

outermost layers are the input layer and output layer with 

one or more hidden layers in the middle where each 

neuron in the following layer is connected to every neuron 

in the layer before it [6][7]. The input layer has as many 

neurons as there are input features (7012 neurons) and the 

output layer consists of one neuron as the prediction 

output (molecular energy). An MLP works by having 

neurons in one layer take in the activated weighted sum of 

values from the neurons in the layer before it then 

performing their own weight multiplication and passing 

that value through an activation function. An activation 

function maps the input to the output either directly 

through an identity function, within some limit through 

logistic or tanh function or filtered with a ReLU function. 

Weights are coefficients that scale the summated values 

from neurons in previous layers and affect the outcome of 

activation. The neural network trains by adjusting these 

weights through backpropagation depending on the 

predicted output error [6][7].  

The selection of MLP as a method is due to the easy 

implementation and adequate results on both linear and 

nonlinear types of data. Implementation of the MLP ANN 

has been achieved in the Python programming language 

using the scikit-learn library [17]. The scikit-learn library 

contains tools and functions that facilitate building an 

easy-to-use ML framework. The training was performed 

on a personal computer containing an AMD Ryzen 5 2600 

CPU with 6 cores (12 logical) and 8 GB of RAM running 

the Windows 10 operating system.  

To build and train an MLP model determining 

hyperparameters is an important step. Hyperparameters 

are settings to ANN models that will affect the quality and 

speed of model training. Determining hyperparameters in 

a supervised learning situation is done by setting a 

baseline value within a range of values and training the 

model. After training hyperparameters are adjusted either 

manually or randomly within the predetermined range 

then repeating the model training followed by evaluation 

of results. Hyperparameters used in training are listed in 

Table 1 with defined upper and lower boundaries for 

numerical values and possible choices for model settings. 

 

Table 1. Model hyperparameters used in the parameter search. 

Hyperparamet

er 

lower boundary upper boundary 

Hidden layer 

sizes 

0 10 

Number of 

neurons 

10 150 

Solver LBFGS, Adam 

Activation Identity, Logistic, Tanh, ReLU 

Learning rate Constant, Adaptive, Invscaling 

Initial 

learning rate 

0.0000001 0.01 

L2 

regularisation 

parameter 

0.000001 0.01 

 

Model result evaluation is done using standard metrics of 

coefficient of determination (R2) on both train and test sets 

and evaluating mean absolute error (MAE) and root mean 

square error (RMSE) on predicted output values.  

The R2 metric measures the percentage of correct 

predictions of the model and is defined by the formula (1) 

where y^ is the predicted value of y, and y- is the mean 

value of y. The results are in the range [0,1], where 0.0 

means a failed prediction result, and 1.0 is the best 

possible result.  

 

𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑦̂)2𝑚

𝑖=0

∑ (𝑦𝑖 − 𝑦)2𝑚
𝑖=0

, (1)  

 

MAE represents the average difference between the 

predicted and original values averaged by the absolute 

difference and is defined by the formula (2). Results can 

be any positive number where the closer it is to 0 the 

prediction results are closer to the original. 

 



International Student Scientific Conference Ri-STEM 2022, Rijeka, Croatia, 8th-9th June 2022. 

 

 

              

79 

                                                                                                                     

𝑀𝐴𝐸 =
1

𝑁
∑|𝑦𝑖 − 𝑦̂|

𝑁

𝑖=1

, (2) 

 

RMSE represents the square root of the difference 

between the predicted and original values by the squared 

average difference and is defined by the formula (3). 

Results are any positive number and the closer it is to 0 

the prediction results are closer to the original 

 

𝑀𝐴𝐸 = √
1

𝑁
∑(𝑦𝑖 − 𝑦̂)2

𝑁

𝑖=1

, (3) 

 

3. Results and Discussion 

 

After hyperparameter search and test evaluations the MLP 

showed a very high-quality regression where best models 

regularly scored R2 of more than 0.98 and MAE and 

RMSE values of 1.5 or lower. The best model 

hyperparameter values and scores are listed in Table 2. 

During the parameter search it was observed that having 

more than 3 layers had a negligible result on scoring which 

was also observed for values of more than 50 neurons per 

layer so these parameters were kept at those values to 

conserve computing power and lower training time.  

Of the two solvers LBFGS showed lower training times 

and better scores which was expected as it should 

converge faster on smaller datasets as per scikit-learn API 

[3][17]. Adam solver had similar R2 scores but worse 

MAE and RMSE, also it showed extremely high 

sensitivity to initial learning rate parameter and tended to 

start to oscillate with instability in the loss function so 

training and evaluation was difficult to perform.  

The dataset has large differences in minimum and 

maximum values with positive and negative numbers and 

using standard scalers to transform the data caused much 

lower training scores so the dataset was left as is. Due to 

this logistic and tanh functions performed very poorly. 

Identity activation function showed best results. ReLU 

also performed well but had generally worse results than 

the identity activation function.  

Results are also visualised in Figure 3 which shows 

predicted results in blue plotted over original values with 

markers in red where first two subplots contain zoomed in 

zones from the graph in the lower portion. The shaded area 

is the visualised tolerance of ypredicted ± RMSE which can 

be seen once zoomed in. 

 

Table 2. Hyperparameters and score metrics for best MLP model. 

hyperparameters and results values 

Hidden layer sizes and neurons (50,50,20) 

Solver LBFGS 

Activation function Identity 

Learning rate Adaptive 

Initial learning rate 0.00001 

L2 regularisation parameter 0.0001 

R2 TRAIN 0.999694 

R2 TEST 0.9999 

MAE 0.26274 

RMSE 0.330126 

Training time ~1.5 to 3 minutes 

 

 

 
Figure 11 Results of ground state energy predictions with predictions 

in blue and original values in red 

 

4. Conclusion 

 

In this paper the research shows it is possible to train an 

MLP model to approximate ground state energies using 

known DFT densities of water molecule conformers in a 

relatively short amount of time on a personal computer 

with limited computational resources. The model has a 

limited use case since it can only offer ground state 

energies from a limited dataset, but it shows promise as a 

proof of concept that MLP could be used to bypass 

complicated functionals given a well-prepared dataset. 

Research also shows that good results can be obtained 

from a small sample size due to the complexity of the 

density features that are crucial in DFT mapping.  

Further research is planned in expanding the model to 

other datasets with more complex molecules with bigger 

sample sizes to see how scalable the models are.  
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Abstract: While many discussions and observations have been made regarding the execution times of machine learning (ML) model training, not many 

researchers have shown concern regarding the execution times of trained models when the model are applied for inference. In this paper, the researchers 

observe the execution times of a realistic hybrid system consisting of a YOLOv3 based detection model and two classification models based on VGG16 and 

VGG19 convolutional neural networks. The provided hybrid model is tested on five different hardware configurations – single core CPU execution, eight 

thread CPU execution, 48 thread CPU execution, single GOU execution and five GPU execution. The goal is to compare the execution times and determine 

the user satisfaction and ease of use on standard consumer hardware, readily available to the end users of the project, in comparison to a high performance 

computing architectures. The results show that the best performing architecture is a single GPU, but even the slowest solution (single core CPU), does not 

show an extremely slow time when inference is applied. 
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1. introduction 

 

Training times of the machine learning (ML) models are 

oft discussed [1], but the training processes are often 

offloaded to high performance computing machines [2, 3]. 

When it comes to model integration, the trained models 

will commonly be executed on regular user-accessible 

machines with comparatively poorer performance. For 

this reason, this paper investigates the performance of the 

realistic developed classification models. The models are 

based on the convolutional neural networks, developed as 

a hybrid system for detection and classification of the 

underground infrastructure. The analysis aims to 

determine the performances of realistic classification 

models to determine the usability and user satisfaction 

when using developed data-driven artificial intelligence-

based models. For this reason, five different device sets 

are used, selected in order to compare the regular PC an 

end user may have access to (1 CPU, 8 CPUs, 1 GPU) to 

a HPC environment and determining images (48 CPUs, 5 

GPUs). 

 

2. Methodology 

 

This section will first describe the used models, followed 

by the process of timing. 

2.1. Used models 

The data used for model training are collected as part of 

the CEKOM SmartCity.4DII project and consists of 

ground penetrating radar (GPR) imagery with the 

annotation data provided by the domain partners, who are 

the infrastructure owners. Three separate AI models are 

developed – a model for detecting the underground 

infrastructure location based on the YOLOv3 [4] 

algorithm, and two models for the material and width 

classification of the detected infrastructure – based on 

VGG16 [5] and VGG19 [6] convolutional neural network 

(CNN) architectures. The models have been trained to 

achieve a satisfactory model performance. The models are 

connected within a specific script, in which the output of 

the detection algorithm serves as the input of both 

classification models. 

 

2.2. Timing 

 

The developed hybrid algorithm system is trained using 

the main node of the Z4 HPC cluster [7]. The system was 

selected for two reasons: the availability of all the devices 

that wished to be tested, and high enough amounts of 

memory and input-output (IO) bandwidth where it will not 

be bottlenecking the performance. Using all systems for 

tests guarantees that no biases towards execution time are 

introduced due to the operating system or system libraries. 

Timing is performed using the Linux time program for 

time measurements [8]. The time command returns the 

real, system and user times after the given command has 

been executed. The user and system times refer to the 

times the CPU instructions are ran outside and within the 

kernel space. The real time refers to the so-called wall time 

– i.e. the time elapsed for the user while the execution is 

in progress. 

Five different device sets are used for the performance 

measurement. CPU execution is used in three different 

modes – with a single threaded execution, and a multi-

threaded execution with 8 or 48 threads respectively. In 

addition, the model inference is also run using GPUs – 

with a single GPU and five GPUs. This was selected to 

determine the needs and performance that an end user may 

expect. All the executions are run with niceness set to -20 

(highest priority) [9]. The models are executed on 47 

different images (a single microlocation images of the 

underground infrastructure). 

The limitations are set using two commands. For setting 

CPUs, the taskset command is used [10]. This command 

allows us to set the number of threads the command 

executed through it (in this instance, the inference model) 

will use. For setting GPUs, the environmental variable 

CUDA_VISIBLE_DEVICES [11] is set to either “0” (for 

a single GPU) or “0,1,2,3,4” (to use all five GPUs). When 
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the CPU execution is performed, this variable is set to “-

1”. This environmental variable controls which CUDA 

capable devices are visible to the code that is executed in 

the shell. 

The hardware used for the timing experiment is: 

• CPU – Intel Xeon Gold 6240R with 24 Cores/48 

Threads @2.4 GHz (boost up to 4.00 GHz), 

35.75 MB of Cache, and 

• GPU – NVIDIA Quadro RTX 6000 with 4608 

CUDA cores and 24 GB of RAM. 

In addition to the above, the server has 768 GB of RAM 

and all the models are run from Intel D3-S4510 240GB 

SSD, in RAID 1 [12]. The operating system that is 

installed on the machine is Linux Ubuntu 18.04 with the 

kernel version 4.15.0-176. 

The execution times of the code can be split into library 

and model loading time and the poor execution (model 

prediction) times. Both times are presented, by measuring 

the execution time of the total program, and the execution 

time of just the model and module loading – enabling us 

to determine the execution times as a difference. These 

results are presented in the following section. 

  

3. Results and discussion 

 

The first table shows the obtained timings for each of the 

tested devices – focusing on the total execution times. As 

mentioned, the focus should be given on the real time, as 

this is the time the user experiences when running the 

model.  

Table 1. The timings for each of the tested devices 

Device 
Real time  

[s] 

User time  

[s] 

System time  

[s] 

1 CPU 117.309 113.514 3.645 

8 CPU 103.032 270.567 120.693 

48 CPU 50.613 872.58 237.702 

1 GPU 33.351 37.632 21.206 

5 GPU 41.058 40.235 27.511 

 

The data in question shows the significant improvement in 

the total execution times, where the single GPU has the 

lowest execution time. The time for 5 GPUs is somewhat 

higher – which is probably caused by longer loading 

times. Observing execution times, we can see that the 

system times significantly increase when multiple CPUs 

are used due to the data transfer and execution handling. 

User times also increase due each of the individual threads 

being counted separately. Higher amount of CPUs shows 

the lowering of the times, but it is not significant in regards 

to the timings. 

 

Table 2 and Figure 2 show that the loading times are equal 

for the first two CPU cases, but lower when multiple CPUs 

are used, probably due to multiple cache chips being used 

for loading the data. In case of GPUs, the real times show 

a significant increase due to the fact that data needs to be 

separated and transferred to multiple GPUs. 

 

 
Figure 1. Visualization of all the total measured times. 

 

 

Table 2. The loading timings for each of the tested devices 

Device 
Real time  

[s] 

User time  

[s] 

System time  

[s] 

1 CPU 25.471 9.634 3.189 

8 CPU 25.72 9.749 3.194 

48 CPU 14.48 16.333 16.323 

1 GPU 21.752 17.98 13.598 

5 GPU 33.696 27.828 17.84 

 

 
Figure 2. Visualization of all the measured loading times. 

 

Table 3 and Figure 3 demonstrate the pure execution 

times, obtained as a difference between the total timings 

and the loading times. This is meant to show the time the 

models actually spend executing on the accelerators. This 

shows that the 5 GPUs are significantly the fastest in 

comparison to the other devices. 

 

Table 3. The execution timings for each of the tested devices 

Device 
Real time  

[s] 

User time  

[s] 

System time  

[s] 

1 CPU 91.838 103.88 0.456 

8 CPU 77.312 260.818 117.499 

48 CPU 36.133 856.247 221.379 

1 GPU 11.599 19.652 7.608 

5 GPU 7.362 12.407 9.671 
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Figure 3. Visualization of all the determined execution times. 

 

 

4. Conclusion 

 

The data in question shows that the fastest model 

execution times, when observing the total real times, 

which is what  a user would experience, is achieved when 

using the GPU. Still, the cost to the end user needs to be 

considered. Taking the cost into the account, it van be seen 

that all of the used devices provide satisfactory times, with 

a maximum total real time below 2 minutes. 
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Abstract: This paper describes the process of configuring and training a license plate recognition algorithm using Google Colab as the host operating system 

(OS) and You Only Look Once v4 (YOLOv4) with Darknet for the neural network foundation. This algorithm speeds up the recognition process and reduces 

the number of human resources required. The main problem with the process is that the algorithm must be able to recognize the license plate under different 

conditions (in the rain, at night, during movement, etc.), also the system should not be fooled by different shapes, colors, and license plate sizes depending 

on the country they come from. The input dataset was obtained for Google’s Open Image Dataset and contained 1500 images of “Vehicle registration plates” 

together with their corresponding labels. After training with 6000 iterations for 24 hours, the algorithm got to an average precision of 85.23%. Better average 

precision could be accomplished by increasing the number of iterations and input dataset size, but that would prolong the training time by a considerable 

amount. 
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1. introduction 

 

Automatic license plate recognition (ALPR) plays an 

important role in numerous applications such as 

unattended parking lots, security control of restricted 

areas, traffic law enforcement, and automatic toll 

collection [1]. It speeds up the recognition process and 

reduces the number of human resources required. ALPR 

recognizes a vehicle’s license plate number from an 

image or images taken in either color, black and white, 

or infrared camera. The main problem with license plate 

recognition is that the algorithm must be able to recognize 

the license plate under different conditions (in the rain, at 

night, during movement, dirty, etc.), also the system 

should not be fooled by different shapes, colors, and 

license plate sizes depending on the country they come 

from. What also needs to be taken into account is that the 

license plate may or may not be in the picture, and if it is, 

there could be more than one. The quality of the acquired 

images is a major factor in the success of the ALPR [2]. 

All these problems represent a great challenge for such a 

system, with reliability and average precision being a of 

upmost importance. Today we have a lot of different 

researches using convolutional neural networks (CNN). 

Lorencin et al. (2021) [3] uses CNN to make a procedure 

that allows in-vivo evaluation of bladder mucosa without 

the need for a biopsy. The main focus in his research was 

focused on increasing the performance of classifiers by 

applying dataset pre-processing, while using established 

CNN architectures that have achieved high classification 

performance in solving various problems in practice. 

Also, Narin et al. (2021) [4] in his work used pre-trained 

CNN-based models (ResNet50, ResNet101, ResNet152, 

InceptionV3 and Inception-ResNetV2) that have been 

proposed for the detection of coronavirus pneumonia - 

infected patients using chest X-ray radiographs. They 

implemented three different binary classifications with 

four classes (COVID-19, normal (healthy), viral 

pneumonia and bacterial pneumonia) by using five-fold 

cross-validation. 

CNN is often used in medicine for diagnosis of various 

diagnoses and diseases. The main focus of this project will 

be to make an algorithm that will recognize license plates 

on selected photos with a high percent of accuracy using 

CNN. Will CNN be as good at recognizing license plates 

as it was for diseases? Is this method equally fast and 

efficient for that purpose? 

 

 

2. Methodology 

 

The main algorithm used in this paper is You Only Look 

Once v4 (YOLOv4) with Darknet [5]. YOLOv4 

depending on the configuration can recognize different 

objects simultaneously. The Convolutional Neural 

network (CNN) is written in CUDA language and 

implemented in the Darknet software bundle to enable the 

use of GPU accelerated learning in YOLO 

implementations. The core of the YOLO target detection 

algorithm [6] lies in the model's small size and fast 

calculation speed. Instead of processing every pixel in the 

image, which increases the processing time, the license 

plate can be distinguished by its features, and therefore the 

system processes only the pixels that have these features 

[5]. YOLO uses a single bounding box regression to 

predict the height, width, center, and class of objects [7]. 

To reduce the time to train a reliable algorithm, Google 

Colab was used as the main GPU backend. Colab allows 

anyone to write and execute arbitrary python code through 

a browser and provides free access to GPUs for CUDA 

usage. 

The YOLO algorithm [7] uses the following threes 

methods for object identification: 
1. Residual blocks divide the image into various 

grids and every grid cell will detect objects that 

appear within them. 

2. Bounding box regression then predicts the 

height, width, center, and class of the detected 

object. 

3. Intersection over union (IOU) ensures that the 

predicted bounding boxes are the right size and 

eliminates the ones that don’t fit the detected 

objects precisely. 
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Figure 1. represents the object detection flow of the 

YOLO algorithm, combining the above 3 steps: 

 

 
Figure 1. An example of the YOLO algorithm flow in a given image 

 

After installing YOLOv4 with Darknet in Colab [8], 

Google Drive had to be connected to the instance for 

transferring data and picture samples. The object detector 

relies on a good dataset of images and labels for training. 

With some python code and Windows PowerShell, a 

sample of 1500 images of “Vehicle registration plates” 

was downloaded from Google’s Open Image Dataset and 

correctly labeled which represent the input data [9]. In 

addition to the above, a further 300 images were 

downloaded into a separate folder serving as the validation 

dataset. The external validation dataset was selected in 

order to reduce the effect of overfitting on the test dataset 

during the validation [10]. In this example, it’s 20% of the 

size of the input data (20% of 1500 = 300). The test dataset 

was also chosen to be 20% of the input data. Using a 

couple more python commands, the downloaded images 

and labels were formatted to YOLO format and uploaded 

into a separate folder in Colab. 

Before running the training algorithm, it has to be 

configured with the right values (number of iterations, 

classes…). This is done in the “yolov4-obj.cfg” file and 

the main variables are represented in Table1.: 
 

Table 1. Configured variables in the YOLOv4 cfg file 

MAX_BAT

CHES 
WIDTH HEIGHT STEPS 

6000 416 416 8000, 9000 

 

With YOLOv4 configured and the input dataset ready, 

training can be started and will last depending on the 

hardware used. After a little more than 24 hours, the 

algorithm reached the 6000 iterations limit and the custom 

object detector was completed. 
 

3. Results and Discussion 

 

Results from the YOLOv4 console showed that after only 

1000 iterations, the algorithm could detect license plates 

with an average precision of 79.44%. After the completed 

6000 iterations this percentage went up to 88.92% 

meaning that by increasing the number of iterations 6 

times the average precision went up 9.48%.  
 

 
Figure 2. Output image of the YOLO algorithm after successful detection 

 

Figures 2 and 3 show the license plate bounding box on 

the image with the corresponding average precision of 

99% and 70%. Such variety is normal because the license 

plate in Figure 3 is much smaller in comparison to Figure 

2 with the numbers unreadable. 
 

 
Figure 3. Output image of the YOLO algorithm after successful detection 

 

4. Conclusion 

 

The main task of this paper was accomplished as to build 

a license plate recognition algorithm. With an average 

precision of 85.23% it’s accurate enough to recognize the 

license plates on the majority of images. The performance 

of deep learning depends on some hyper-parameter, such 

as the architecture of the CNN, the number of filters in 

the convolution layer, dropout, optimizer, and the number 

of training data, but increasing the input data would 

prolong the training time by a considerable amount [11]. 

Future work could include adding a secondary object class 

in the YOLO configuration so that besides the license 

plates, the system could detect the type of vehicle (car, 

truck, etc…) such as the one developed by the Korea 

Electronics Technology Institute [12]. A large number of 

license plate recognition (ALPR) and make and model 

recognition (MMR) systems have been developed to 

relieve human operators of the tedious task of explicitly 

detecting and identifying a wide range of cars [12]. 
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Abstract: This paper discusses the use of the YOLOv4 algorithm for parked car detection. A custom dataset of car parking lot images will be annotated and 

used for the training of the YOLOv4 object detection model using the transfer learning method. The goal of this paper is to create a model that detects cars 

from a certain camera angle, similar to the angle of a parking camera so that it can later be used in parking space occupancy detection. The dataset was 

labeled with the LabelImg annotation tool and the google colab notebook was used for training because of its GPU. The obtained results are presented in 

detail in the paper. The trained model results are satisfactory so that they can be used for the mentioned purpose of parking space occupancy detection. 

Keywords: artificial intelligence, LabelImg, object detection, Python, YOLOv4 

 
  1. Introduction 

 

Although object detection can be traced back to the years 

before 2014, when the standard was “traditional object 

detection”, today's algorithms use “deep learning-based 

detection” for object detection. One of such algorithms is 

the YOLO algorithm [1]. YOLO stands for “you only look 

once”, and is an algorithm that uses fixed-grid regression 

for object detection. This approach makes real-time and 

accurate object detection which can be used in various 

fields [2]. In this paper, one of these algorithms is going 

to be used for car detection on a custom dataset that 

consists of parking lot pictures, from ordinary security and 

parking cameras. Some of the similar problems that use a 

similar idea are face mask detection [3], bridge crack 

detection [4], various fruits detection [5, 6], and others.  

YOLOv4 algorithm is a high-efficiency model detection 

model that runs extremely fast, and faster than most state-

of-the-art models [7, 8]. This makes it a great choice for 

implications such as detecting cars in a parking lot and 

determining the occupancy of the parking spaces. With 

this, the user saves a lot of time and money for the same 

job done by the modern parking space occupancy systems. 

Because of the custom dataset collected from the parking 

and security cameras, the dataset needs to be annotated. In 

the paper, the labels were made with the software called 

LabelImg. LabelImg is a free offline annotation tool that 

is used for the graphical annotation of images [9]. Since 

LabelImg is free and supports both image and video 

annotations it’s a great choice for this purpose [10]. The 

custom training set consists of 340 parking lot pictures and 

a testing set that contains 85 images. Also, for the sake of 

additional testing and validation of the model, another set 

of parking lot images was downloaded from the internet. 

 

2. Methodology 

 

As previously stated, the custom dataset consists of 

parking lot pictures. The difference between data is mostly 

the camera angle, but there are several different parking 

lots in the given dataset. The examples of the dataset are 

given in figure 1.  

 

 

 

 
a)  

 
b) 

 
c) 

 

Figure 1. a) Parking lot example 1, b) Parking lot example 2, c) Parking 

lot example 2 from a different camera angle 

 

The whole custom dataset must be properly labelled so 

that the model can be trained. The next step is to label the 

dataset with LabelImg annotation tool. An example of a 

labelled image is shown in figure 2. 
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 Figure 2. LabelImg labelling example  

 

LabelImg gives coordinates of an object in a .txt format 

that is supported by the YOLOv4 algorithm that uses the 

darknet [11]. LabelImg also gives the classes .txt file that 

prints out all the classes labelled for a certain dataset. This 

can be seen in figure 3. Since here only one class is 

labelled, classes.txt only consists of one class. 

 

 
a) 

 

 
b) 

 

Figure 3. a) coordinates .txt file, b) classes .txt file  

 

The next step is to train the model using the given YOLO 

algorithm. In this paper, the google colab notebook was 

used for training the model, because of its free and 

powerful GPU. Also, the previously mentioned darknet 

model was used for training. It should be mentioned that 

the transfer learning method was used, since pretrained 

weights should give better end results [12]. 

 

3. Results and Discussion 

 

The model was trained for 1800 iterations with its loss 

function given in figure 4. Also, in figure 5, the results of 

object detection are given.  

 

 

 
 

Figure 4. Loss function for the trained model  

 

 

 
a) 

 
b) 

 
c) 

 
Figure 5. a) object detection for parking example 1, object detection for 

parking example 2, object detection for parking example 2 from a 

different camera angle 
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As previously mentioned, the validation dataset was 

collected. The model was also tested with the validation 

dataset to see how the model will act in the never seen 

environment. The results are shown in figure 6. 

 

 
a) 

 
b) 

 
Figure 6. a) Object detection on a validation dataset example for a 

street parking in Rijeka (https://www.novilist.hr/rijeka-regija/rijeka/rijeka-

plus-otkrio-koliko-ce-naplacivati-parking-u-ulici-franje-rackog-stanari-

su-to-trazili/), b) Object detection on a validation dataset for city parking 

lot in Rijeka (https://riportal.net.hr/rijeka/rijeka-plus-od-subote-u-rijeci-

nova-pravila-vezana-uz-placanje-dnevne-parkirne-karte/108700/) 

 

4. Conclusion 

 

From the images used to evaluate the model given in 

figures 5 and 6, the conclusion is that the trained model 

does a great job in determining and detecting cars both 

within the test set and the validation set. The transfer 

learning method secured better detection accuracy with 

fewer iterations of the algorithm needed. Since the future 

work on this topic is the detection of vacant and occupied 

parking spaces in a parking lot using a parking camera, the 

conclusion is that the given results are satisfying for that 

purpose.  
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Abstract: This paper seeks to conduct and interpret k-Nearest Neighbours (abrv. kNN) supervised classification analysis on the beforementioned dataset 

provided by Scania CV AB. With growing relevance of machine learning in business intelligence, Scania CV AB aimed to achieve competitive edge and 

financial benefits through analysis of telematic data extracted from their fleet. In this research, KNN classifier is used for classification model. Prior to model 

training, data analysis is conducted with an aim to check for classifier imbalance that would negatively affect the results of the model. Model prediction 

accuracy is interpreted and discussed as the model accuracy for the best estimator is 90.19% with ± 3.42% standard deviation whilst normalised confusion 

matrix showed discrepancy that does back-up the accuracy score due to discrepancy in true positives and false positives. Finally, improvements to the dataset 

pre-processing methods are additionally proposed for future work. 

 

Keywords: Failure detection, K-nearest neighbour, Machine Learning, K-nearest neighbour.  

1   Introduction 

With Machine Learning and Data Analytics becoming an 

integral part for leading companies in competitive 

industries and markets, it is nominal that successful 

utilisation of the latest findings and practices in machine 

learning yields economic and organisational benefits to 

those who make positive investment decisions directed at 

data analytics departments. These statements are backed 

by other research and available secondary data on 

industrial economics and socio-technological absorption 

of innovation amongst industrial actants [9]. One of the 

aforementioned companies is Scania CV AB, Swedish-

based heavy vehicle-making company. Telematic 

readings have been released by the company in 2017 for 

purpose of data analyses and machine learning model 

training. According to Dua and Graff, these analyses and 

models could be used for improvements in predictive 

maintenance induced by potential failures of Air Pressure 

System (abrv. APS) and corresponding cost optimisation 

[10]. Dataset has two classes: pos (representing APS-

induced failure) and neg (representing non-APS failure). 

2   Dataset Analysis 

 

Figure 12. Class Analysis Histogram. 

Before dwelling deeper into dataset analysis, it is 

worthwhile mentioning both supervised and unsupervised 

machine learning models are indubitably reliant on dataset 

quality – therefore implying necessity for data inspection 

and analyses prior to making final conclusions based of 

the output results. 

 

Figure 13. Class Analysis Histogram After Data Manipulation. 

Larsen and Becker inspect this topic further through 

clarification of automatic machine learning excellence 

criteria, some of which are relevant for the future course 

of this article as well (17-20). Namely, criteria like 

productivity and understanding and learning come as 

relevant; as the former implies iterative process of model 

optimization and data imputation, whilst the later signifies 

the importance of framing datasets and machine learning 

models within the informational context of each specific 

use case [9]. The beforementioned criteria is used as a 

guideline for necessity of data pre-processing, which had 

to be utilised due to high data imbalance within the dataset 

as presented Figure 12. – showing 98.33% of dataset 

classes are attributed as neg and 1.67% as pos 

respectively. The necessity for pre-processing the data is 

further backed by the fact that 98.83% of dataset columns 

and 99.02% of dataset rows contain missing values – 

which could influence or even obstruct algorithms that are 

sensitive to non-value inputs [9]. While there are 

contextually applicable guidelines for highly imbalanced 

data scenarios that suggest the use of various data 

imputation methods, this paper investigates kNN 

classification results for the case of dropping of indices 

containing not a number values. Dataset manipulation 

improved data balance as shown in Figure 13. (87.14% 

neg and 12.86% pos)whilst no non-value data points were 

preserved. 
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3   KNN Classification Result and Discussion 

Detailed kNN classification result based on processed 

dataset and accuracy score measurement is presented in 

Table 1. available in Appendix A. Best result was 

achieved for model execution with 3 nearest neighbours 

and distance-based weight function. Additionally, neither 

positive nor negative effects were found through 

alternation of algorithm method presets. KNN 

classification model results have thus initially shown 

satisfactory results according to metrics used in the 

method. However, kNN algorithm outputs classification 

results are highly susceptible to noise when fewer 

neighbours are used – thereby proposing a need for 

additional analyses of given results and the dataset itself, 

especially if analysed dataset has high volume and high 

noise [11]. 

 

Figure 14. Normalised Confusion Matrix of Best Estimator Prediction 
Model. 

To evaluate these statements within context of this paper, 

normalised confusion matrix is used as an additional 

measure of model quality, as shown on Figure 14. While 

the model successfully predicts true negatives, noticeable 

negative discrepancy between true positives and false 

positives shows additional actions are required in dataset 

balancing and algorithm parameters. 

4   Conclusion and future work 

Machine learning has become a gateway for companies to 

utilise their own data through conversion to business 

intelligence models that help them drive their competitive 

advantage [12]. Scania CV AB is amongst those 

companies through their offering of data-driven services 

[13]. The research work was carried out with the purpose 

of evaluation of k-nearest neighbour learning model for 

the case of APS failure classification at Scania CV AB. 

Prior to model training, initial dataset was analysed. 

Analysis has shown the initial dataset was highly 

imbalanced. With imbalanced learning being a relevant 

long-term issue for learning models based on everyday 

applications, methods for dealing with imbalanced data 

are continuously being developed [14]. 

With none of the traditional methods for dealing with 

imbalanced data as mentioned by Maciejewski and 

Stefanowski, Zhang and Zhang, or Lin, Weng and Lai 

used, k-nearest neighbours learning model managed to 

predict the outcome of test dataset with 90.19% score 

accuracy and ± 3.42% standard deviation. Normalised 

confusion matrix has been constructed to verify 

plausibility of given results prior to coming with a final 

conclusion. Findings form the confusion matrix have 

shown the importance of dataset pre-processing, as the 

overall score had significant negative discrepancy 

between true positives and false positives – thereby 

verifying claims by Itoo, Meenakshi and Singh and Ding, 

Chen and Dong (241-242), who signify the neccessity of 

additional dataset pre-processing or algorithm 

modification that would gain improvements for 

imbalanced datasets. Therefore, in future research, 

application of additional dataset pre-processing and 

imputation methods is advised to achieve plausible model 

results for this practical application. 
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Appendix A 

Table 1. kNN Classification Results 

Accuracy Score Std Accuracy Score Algorithm n-Neighbours Weights 

 0.90190856003418318210  0.03419830647884587738 Auto 3 Distance 

 0.90190856003418318210  0.03419830647884587738 Ball Tree 3 Distance 

 0.90190856003418318210  0.03419830647884587738 KD Tree 3 Distance 

 0.90190856003418318210  0.03419830647884587738 Brute 3 Distance 

 0.89682381427147139785  0.03872933546642255698 Auto 5 Distance 

 0.89682381427147139785  0.03872933546642255698 Ball Tree 5 Distance 

 0.89682381427147139785  0.03872933546642255698 KD Tree 5 Distance 

 0.89682381427147139785  0.03872933546642255698 Brute 5 Distance 

 0.89682381427147139785  0.03225404456224516270 Auto 10 Distance 

 0.89682381427147139785  0.03225404456224516270 Ball Tree 10 Distance 

 0.89682381427147139785  0.03225404456224516270 KD Tree 10 Distance 

 0.89682381427147139785  0.03225404456224516270 Brute 10 Distance 

 0.88837772397094438848  0.03844926535841013127 Auto 3 Uniform 

 0.88837772397094438848  0.03844926535841013127 Ball Tree 3 Uniform 

 0.88837772397094438848  0.03844926535841013127 KD Tree 3 Uniform 

 0.88837772397094438848  0.03844926535841013127 Brute 3 Uniform 

 0.88494516450648053052  0.01714623555470045149 Auto 15 Distance 

 0.88494516450648053052  0.01714623555470045149 Ball Tree 15 Distance 

 0.88494516450648053052  0.01714623555470045149 KD Tree 15 Distance 

 0.88494516450648053052  0.01714623555470045149 Brute 15 Distance 

 0.88326449223757297347  0.01934014904361845699 Auto 5 Uniform 

 0.88326449223757297347  0.01934014904361845699 Ball Tree 5 Uniform 

 0.88326449223757297347  0.01934014904361845699 KD Tree 5 Uniform 

 0.88326449223757297347  0.01934014904361845699 Brute 5 Uniform 

 0.87480415895171625973  0.01931277384389774865 Auto 15 Uniform 

 0.87480415895171625973  0.01931277384389774865 Ball Tree 15 Uniform 

 0.87480415895171625973  0.01931277384389774865 KD Tree 15 Uniform 

 0.87480415895171625973  0.01931277384389774865 Brute 15 Uniform 

 0.87142857142857133024  0.01902845782507361222 Auto 10 Uniform 

 0.87142857142857133024  0.01902845782507361222 Ball Tree 10 Uniform 

 0.87142857142857133024  0.01902845782507361222 KD Tree 10 Uniform 

 0.87142857142857133024  0.01902845782507361222 Brute 10 Uniform 
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Abstract: In this paper, the influence of data scaling/normalizing techniques on the estimation accuracy of the ground state energies of 

molecules based on combination of C,H,N,O,P, and S atoms achieved by symbolic expressions obtained by applying genetic programming 

(GP) was investigated. For this investigation, a function with random selection of GP parameters was developed, to find optimal GP 

parameters. The methods for evaluation of obtained symbolic expressions using GP were: coefficient of determination (𝑅2), mean absolute 

error (𝑀𝐴𝐸), and root mean square error (𝑅𝑀𝑆𝐸). The results of the research showed that the symbolic expression obtained on the data set 

previously processed with the Power transformer technique has the highest estimation accuracy of the basic energy states of molecules (𝑅2  =

 0.9845, 𝑀𝐴𝐸 =  0.3265, 𝑅𝑀𝑆𝐸 =  0.45). 

 

Keywords: Data Scaling Techniques, Genetic programming, Ground-state energies. 

 

1. Introduction 

 

Today, quantum mechanical simulations of molecules and 

solids are common due to the advances made in the field 

of electronic structure theory and increased computing 

power. Using these simulations vast amount of chemical 

compounds have been studied using different electronic 

structure methods, and an effort has been made to collect 

this data for screening an extensive space of chemical 

compounds and materials [1]. This screening has been 

useful in discovering not only new systems but also for the 

rational design of chemicals and materials for targeted 

applications [2,3].  Applying artificial intelligence (AI) to 

these types of datasets created the possibility of predicting 

the electronic structures of chemical compounds. So far, 

various types of machine learning algorithms have been 

applied to create AI models which could predict the 

ground state energy as reported in [4,5]. However, the 

transformation of these types of algorithms in the 

mathematical equation is almost impossible. So, to obtain 

the symbolic expression which can easily be used for the 

estimation of ground-state energies the genetic 

programming (GP) will be utilized. GP has been 

successfully utilized in the energy sector [6,7], and the 

development of epidemiology models [8,9]. One major 

advantage of utilizing genetic programming is that after 

training the symbolic expression is obtained which could 

be used to estimate or eventually predict the ground-state 

energies. In this paper, the idea is to investigate the 

influence of various data scaling/normalizing techniques 

of input dataset values on the estimation performance of 

ground-state energies achieved with obtained symbolic 

expression using GP.  

 

2. Methodology 

 

The dataset used in this paper is a publicly available 

dataset [10] that consists of intermolecular Coulomb 

repulsion operators (Coulomb matrices) for each molecule 

and the corresponding ground state energies that were 

computed using density functional theory (DFT) 

simulations. The Coulomb repulsion operators can be 

written as:  

𝐶𝐼𝐽 = {

0.5 𝑍𝐼
2.4 𝐼 = 𝐽

𝑍𝐼𝑍𝐽

|𝑅𝐼 − 𝑅𝐽|
𝐼 ≠ 𝐽

, (1) 

 

where 𝑍𝐼 are atomic number, 𝑅𝐼 are atomic coordinates 

and I, J run over atoms in each molecule. The off-diagonal 

terms correspond to ionic repulsion between atoms I and J 

and the diagonal terms are obtained from a fit of the 

atomic numbers to the energies of isolated atoms. The 

Coulomb matrices represent the full set of parameters that 

DFT needs as inputs (𝑍𝐼 -atomic numbers, 𝑅𝐼 the atomic 

coordinates). The Coulomb matrices are symmetric 

matrices so for each molecule only the upper triangle of 

the matrix is provided in the dataset. The number of input 

variables, in this case, is 1275 while the output variable is 

the ground-state energies. The entire dataset consist of 

16242 data points. 

 

As already stated in this paper the genetic programming 

algorithm has been used to obtain symbolic expressions 

which could estimate the ground state energies of 

chemical compounds with high accuracies. For the 

purposes of this investigation, random GP parameter 

selection has been developed in order to find optimal GP 

parameters. The predefined range of GP parameters from 

which the developed function could select parameter 

values is shown in Table 1.  

 

Table 1. The predefined range of GP parameters 

Gp Parameters Lower Bound Upper Bound 

Population size 100 2000 

Number of Generations 200 500 

Tournament size 10 200 

Tree depth (3,6) (7,12) 

Crossover 0.95 1 

Subtree mutation 0.01 1 

Hoist mutation 0.001 1 

Point mutation 0.001 1 

Stopping criteria 1 × 10−6 1 × 10−3 

Maximum number of 
Samples 

0.7 1 

Constant range -10000 10000 
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Parsimony coefficient 1 × 10−5 1 × 10−4 

 

At the beginning of GP execution, the population is 

created and the number population size is defined with the 

population size parameter value. The population is created 

with a ramped half-and-half method. In GP all population 

members are treated as tree structures so to ensure variety 

between population members it is necessary to define tree 

depth value. The GP has two termination criteria one of 

which is the predefined number of generations (number of 

maximum generations) while the other is meeting the 

predefined minimum fitness value (stopping criteria 

value) and if one member of the population satisfies the 

condition. In case of fulfillment of the condition, i.e. if one 

population member satisfies the condition, the GP 

execution is terminated. In all these investigations the GP 

executions were terminated when the maximum number 

of generations is reached. The tournament selection size 

parameter is responsible in each generation for randomly 

selected population members that will compete to become 

the parents (winners) for the next generations. On these 

parents, the genetic operations (crossover and mutation) 

will be performed. In GP there are genetic operations i.e. 

crossover, subtree mutation, hoist mutation, and point 

mutation. The sum of all these coefficients should be equal 

to 1. If the sum is less than 1 then some winners of 

tournament selection will enter the next generation 

unchanged. For crossover operation, we need two 

tournament selection winners and on both tournament 

winners, random subtrees are selected. From the second 

tournament winner (donor) the subtree is used and inserted 

instead of the randomly selected subtree of the first 

tournament winner. In subtree mutation, the random 

subtree is selected on the tournament selection winner and 

is replaced with a randomly generated subtree. In hoist 

mutation, the random subtree is selected on the 

tournament selection winner, and on that subtree random 

node is selected which then replaces entire subtree. In 

point mutation the random nodes on tournament winner 

are selected which are replaced with randomly generated 

nodes. The maximum number of samples value represents 

the fraction of samples that are extracted from the train 

dataset and used to evaluate each population member. The 

constant range parameter is the predefined range of 

constant that is used in GP during execution to generate 

population and in genetic operations.  Sometimes during 

the GP execution, the size of population members can 

rapidly grow without any benefit to the fitness value which 

can lead to memory overflow or longer execution time 

(bloat phenomenon). The parsimony coefficient parameter 

value is responsible for penalizing large population 

members by making them less favourable for tournament 

selection. 

 

Also, different normalizing and scaling techniques have 

been applied to the dataset input values to investigate 

which normalizing or scaling techniques will produce the 

symbolic expression with the highest accuracy. The 

dataset transformation methods used on the input variables 

were:  

• Maximum absolute scaling (MaxAbsScaler) – 

scale each input variable by its maximum 

absolute value. In this estimator, the data is 

scaled and each input variable is translated 

individually such that the maximum absolute 

value of each feature in the dataset will be 1.0. 

This method does not shift/center the data, and 

does not destroy any sparsity.  

• Minimum Maximum Scaling (MinMaxScaler) – 

transform input variables by scaling each input 

variable to a given range. This method scales 

and translates each dataset input variable 

individually such that it is in a range between 

0.0 and 1.0.  

• Nomalizer – is a method of normalizing input 

variables individually to unit norm. Each sample 

with at least one non zero components is 

rescaled independently of other samples so that 

its norm equals 1.0 ,  

• Power transformer  - method for performing 

data transformations to make it more Gaussian-

like.  

• Robust scaler– scale features using statistics that 

are robust to outliers.  

• Standard scaler – Standardize features by 

removing the mean and unit scaling to unit 

variance.  

 

To evaluate obtained symbolic expressions three 

evaluation metrics have been used, and these are: 

coefficient of determination (𝑅2), mean absolute error 

(MAE), and root mean squared error (RMSE).  

The coefficient of determination (𝑅2) is the proportion of 

the variation in the dependent variable that is predictable 

from the independent variable. For a dataset having n 

values that are denoted as 𝑦1, 𝑦2, … , 𝑦𝑛, each associated 

with fitted value 𝑓1 , … , 𝑓𝑛. The resiudals are defined as 

𝑒𝑖   =  𝑦𝑖  – 𝑓𝑖. If 𝑦 is the mean of the observed data 𝑦 =
1

𝑛
∑ 𝑦𝑖

𝑛
𝑖=1  then the variability of the dataset can be 

measured with residual sum of squares 𝑆𝑆𝑟𝑒𝑠 = ∑ (𝑦𝑖 −𝑖

𝑓𝑖)2 = ∑ 𝑒𝑖
2

𝑖 , and the total sum of squares 𝑆𝑆𝑡𝑜𝑡 =

∑ (𝑦𝑖 − 𝑦)𝑖
2

 . From that the coefficient of determination 

can be formulated as: 

𝑅2 = 1 −
𝑆𝑆𝑟𝑒𝑠

𝑆𝑆𝑡𝑜𝑡
. (2) 

  

The range of 𝑅2 is between 0 and 1. When predicted 

values exactly match the observed values then the value of  

𝑅2 is equal to 1. The value of 0 means that all predicted 

values are equal to mean 𝑦. 

The mean absolute error (MAE) can be define as the 

measure of errors between paired observations expressing 

the same phenomenon. MAE is mathematically defined 

as: 

𝑀𝐴𝐸 =
∑ |𝑓𝑖 − 𝑦𝑖|𝑛

𝑖=1

𝑛
=

∑ |𝑒𝑖|𝑛
𝑖=1

𝑛
, (3) 

  

Where 𝑓𝑖 is the prediction and 𝑦𝑖 is the true value, and n is 

the number of samples in the dataset. The root mean 
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squared error of predicted values 𝑓𝑖 and the dataset true 

values 𝑦𝑖 can be calculated using the expression: 

𝑅𝑀𝑆𝐸 =  √
∑ (𝑓𝑖 − 𝑦𝑖)2𝑛

𝑖=1 

𝑛
. (4) 

 

3. Results and Discussion 

After each GP execution the symbolic expression was 

obtained and evaluated on train and test dataset to 

calculate the 𝑅2, 𝑀𝐴𝐸, and 𝑅𝑀𝑆𝐸. The idea is to 

investigate the difference between evaluation scores on 

train and test dataset, respectively. After these results were 

obtained on train and test dataset the mean values of 𝑅2, 

𝑀𝐴𝐸, and 𝑅𝑀𝑆𝐸 and standard deviation were calculated.  

If the difference between evaluation results on train and 

test dataset is large it could potentially indicate the 

overtraining occurred. The mean values of 𝑅2, 𝑀𝐴𝐸, 

and 𝑅𝑀𝑆𝐸 as well standard deviation are shown in Figure 

1 for all cases. 

 

 

 

  

a) 𝑅2 mean values for different cases with standard 

deviation  

b) MAE mean values for different cases with 

standard deviation 

 
c) RMSE mean values for different cases with standard deviation 

 

Figure 1. Comparison of estimation accuracies achieved with symbolic expressions obtained on differetly scaled/normalized 

dataset, a) 𝑅2 values, b) MAE values, and c) RMSE values. 

 

To select the best estimation performance achieved by a 

symbolic expression is the highest value of 𝑅2 and the 

lowest values of 𝑀𝐴𝐸 and 𝑅𝑀𝑆𝐸. The second criteria for 

selecting the best symbolic expression was the smallest 

error “bars” which in Figure 1 indicates the smallest 

standard deviation value. From all select symbolic 

expressions in each dataset normalizing/scaling case the 

best symbolic expression in terms of estimation 

performance was in the case of the Power Transformer.  

The GP parameters and corresponding 𝑅2, MAE and 

RMSE values achieved with symbolic expressions for 

Power Transformer case is shown in Table 2.  

Table 2. The GP parameters and estimation metric values for 

the best case (data transformed using power transformer) 

Gp Parameters 𝑹𝟐 MAE RMSE 

1675, 476, 176, (6, 

11), 0.95, 0.02, 

0.0086, 0.01, 4.9e-05, 
0.97, (-2460.86, 

1370.14), 3.04e-05 

0.9845 ± 
3.2621× 

10-5 

0.326596 

± 0.0029 

0.45 ± 

0.0024 

 

As seen from Table 2 the best symbolic expression was 

obtained with high value of population size and the 

population was propagated to 476 generations. In each 

generation 176 population members competed to become 
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parents of next generation. The depth of population trees 

was in range from 6 to 11. The dominating genetic opertor 

was crossover (0.95) when compared to other three 

mutation operators (0.02, 0.086, and 0.01). The stopping 

criteria was set to 4.9 ×  10−5. However, the stopping 

criteria was never met during GP execution so the GP was 

terminated after the maximum number of generation was 

reached. The 97% of training data was used randomly 

selected in each generation to evaluate each population 

member. The constants used to construct the population 

members and later in genetic operations were in range 

form -2460.86 to 1370.14. The parsimony coefficient was 

set to 3.04 ×  10−5. The value of this coefficient was very 

low however, the bloat phenomenon did not occur but the 

size of obtrained symbolic expression is large.  Due to the 

large size of the symbolic expression the symbolic 

expression would not be shown.  

  

4. Conclusion 

 

In this paper the GP with random parameter selection  and 

different data transformations performed on the input 

variables have been used to obtain symbolic expressions 

which could estimate the ground state energies with high 

accuracy. The results of the conducted investigation 

showed that the highest estimation accuracy was achieved 

in terms of 𝑅2, MAE and RMSE values was in the case 

where the power transformer method was applied on input 

dataset variables. Conducted investigation showed that the 

dataset scaling/normalizing methods have influence of GP 

performance and in the end on the estimation accuracy of 

obtained symbolic expressions. 
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