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ABSTRACT

This thesis proposes a new approach for preprocessing method for signal classifica-

tion based on blind source separation of signal components from noisy data in the time-

frequency domain. The method is based on the local entropy, which is calculated within

adaptive, data-driven 2D regions. One of the advantages of the proposed technique is

that it requires no prior knowledge of the signal, its components or the noise, but the

processing is performed on the noisy signal mixtures. Furthermore, the method is ro-

bust to the selection of time-frequency distributions and entropy measures. The proposed

approach is demonstrated using several examples. The first example is synthetic signals

with different signal-to-noise ratios. This example is selected to demonstrate the usage

of the proposed method and the analysis of the results. The second example is a real

example of speech signals. This example was selected to demonstrate the ability to use

the proposed method on real-life signals. In addition, a novel entropy measure was in-

troduced and adapted to improve the detection within the method. Finally, the method

was presented as a preprocessing tool for signal detection of seismology signals, and the

results of time-frequency representations and entropy maps were compared.

The results obtained by evaluating different machine learning models for classification

show excellent classification performance of the proposed approach, with classification

accuracy, area under the receiver operating characteristic curve, F1-score and Matthews

correlation coefficient up to 97.55%, 97.72%, 98.07% and 94.88%, respectively. Moreover,

the proposed approach significantly outperforms the model trained on the time-frequency

distributions in terms of all considered metrics, with statistical significance confirmed

by Cohran’s Q and McNemar tests. The obtained results indicate that the proposed

technique improves the classification of seismological signals and has the potential to be

extended to other practical applications of signal classification in other areas of research.



Keywords: Entropy, Time-frequency distributions, Adaptive thresholding,

Signal classification
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PROŠIRENI SAŽETAK

Analiziranje nestacionarnih signala predstavlja kompleksan zadatak u različitim is-

traživačkim područjima zbog njihovog promjenjivog frekvencijskog spektra kroz vrijeme.

Takva analiza zahtijeva korǐstenje naprednih alata kako bi se istovremeno prikazali u vre-

menskoj i frekvencijskoj domeni, što nadilazi standardne tehnike analize signala u tim

pojedinačnim domenima. Osim toga, nestacionarni signali u stvarnim situacijama često

su vǐsekomponentni i dodatno su izloženi šumovima iz vanjske okoline.

U ovom radu razvijena je i testirana metoda za odvajanje komopnenti signals od

okolnog šuma bez da su potrebne dodatne informacije o prirodi signala i šuma. Metoda

je bazirana na adaptivnim izračunima lokalnih entropija unutar vremensko-frekvencijske

distribucije signala.

Metoda je testirana na tri različita sintetička signala. Svakom signalu dodane su tri

različite razine šuma čime se dobilo devet slučajeva. Za svaki od njih dobiveno je pet

vremensko-frekvencijskih distribucija što je razultiralo s 45 slučajeva. Za svaki slučaj

metoda je provedena koristeči tri klasične entropijske mjere i mjeru neizravne entropije

koja je bila adaptirana upravo za rad s predloženom metodom. Konačno, test je imao 180

slučajeva. Rezultati su pokazali kako predložena metoda može razdvojiti signal i šum s

točnošću od 89.8% do 99.5% za slučajeve kada je u signalu prisutno vǐse šuma, odnosno

u odnosu signal-̌sum šum prevladava, te od 89.7% do 99.9% kada je šum slabiji, odnosno

signal nadjačava šum. F1 mjera se kreće izmedu 61.2% i 90.8% za slučajeve s jačim šumom

te izmedu 64.8% i 97.3% kod slučajeva s vǐse šuma. Ukupno gledano najbolje rezultate

ostvaruje predložena adaptacija entropijske mjere s najvǐsom točnošću izmedu različitih

vremensko-frekvencijskih distribucija izmedu 94.5% i 99.9% te F1 mjerom izmedu 78.2% i

97.3%. Nakon toga, metoda je testirana na primjeru audio signala iz javno dostupne baze

s različitim izvorima šuma i različitim odnosima signala i šuma. Dobiveni rezultati imaju
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točnost izmedu 97.78% i 99.03%, preciznost izmedu 98.94% i 99.65% te odziv izmedu

98.96% i 99.65%.

Završni cilj je bio pokazati kako se predložena metoda može koristiti kao metoda

za predobradu signala sa svrhom klasifikacije signala. Testni slučaj je bila klasifikacija

potresa i šuma kod seizmografskih signala . Rezultati su pokazali kako korǐstenje entropi-

jske mape dobivene iz predložene metode mogu pobolǰsati rezultate klasifikacije u odnosu

na dosad korǐsteni vremensko-frekvencijski prikaz signala. Postignuta su pobolǰsanja do

2.64% za točnost, do 2.34% pobolǰsanje kod površine ispod krivulje odnosa specifičnosti i

osjetljivosti, F1 mjera je pobolǰsana do 2.16% i Matthew-ov koeficijent korelacije je imao

povečanje do 5.38%.

Analiza dobivenih rezultata pokazuje da je predloženi pristup primjene adaptivnog

prozora za izračun lokalne entropije uspješan u odvajanju signala od šuma. Takoder

ukazuju i na to da je entropijska mapa dobivena predloženom metodom korisna kao

korak predobrade signala za unaprijedenje kvalitete klasifikacije seizmoloških signala.

Predložena metoda za predobradu signala može se proširiti i za korǐstenje na drugim

područjima znanstvenog istraživanja različitih vrsta signala.

Ključne riječi:Entropija, Vremensko-freqvencijske distribucije, Adaptivni

prag, Klasifikacija signala
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1. Chapter

INTRODUCTION

Contents

1.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2. Research Objectives and Scientific Contributions . . . . . . . 3

1.3. Research Methodology . . . . . . . . . . . . . . . . . . . . . . . 4

1.4. Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . 5

This chapter gives an introduction to the research detailed in this thesis. It begins by

giving scientific motivation. It articulates the research hypotheses, main objectives, and

the significant contributions made within this thesis. Additionally, it outlines the method-

ology employed in the research and provides a concise overview of the thesis structure.

1.1. Motivation

Time-domain signal representation, which plots signal amplitude as a function of time,

is commonly used in signal analysis because it depicts the mode in which the majority of

signal measurements are acquired. The Fourier transform-based frequency-domain repre-

sentation of signals, which gives information on the signal’s frequency content but not its

temporal localization, is another often-used signal representation. To evaluate stationary

signals typical signal analysis techniques such as the time-domain and frequency-domain

representations are appropriate. These one-dimensional representations in one domain,

however, are insufficient for the analysis of nonstationary signals, or signals whose fre-
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quency content varies with time. Furthermore, nonstationary signals in real-world appli-

cations are frequently multi-component and noise-corrupted, which makes analysis much

more difficult. Two-dimensional time-frequency distributions (TFDs) result from the

need for sophisticated and reliable tools for simultaneous signal representation in the

joint time-frequency domain in non-stationary signal analysis [1]. Insight into the signal

energy distribution as a function of time and frequency is provided by TFDs, which are

more informative signal representations. The separation of noise and signal is one area

of research that has been dominated by time and frequency analysis. Recently, efforts

in this area have shifted to the time-frequency domain, motivated by [2]. Methods in-

vestigating the use of entropy measures in the separation of the useful signal component

have also been investigated in many studies [3, 4, 5, 6]. In the work by Saulig et al. [7]

proposes an automatic adaptive method for the detection and separation of useful infor-

mation contained in the time-frequency domain. The main idea is based on the K-means

clustering method, which performs a partitioning of the data. Instead of a hard threshold,

the authors use a blind separation of the useful information from the background noise

using the local Rényi entropy. The advantage of this approach is that no prior knowledge

of the signal is required. The results show that this method works as an optimal auto-

matic hard threshold selector. The use of probabilistic entropies, such as Shannon’s and

Rényi’s, requires several assumptions about the system in order for their calculation to be

possible. Probabilistic entropies are not suitable for quantifying the resulting uncertainty

in scenarios where ambiguity, uncertainty or missing information play a role. Since the

concept of probability was not sufficient for the unambiguous modelling of an uncertainty

system, Zadeh proposed a new theory, fuzzy set theory, as a generalization of classical set

theory [8]. The fuzzy entropy measure is based on the degree of membership, which is

different from probability and therefore has a different form than probabilistic entropy. De

Luca and Termini introduced the fuzzy entropy function as a generalization of Shannon

entropy and introduced axioms that the fuzzy entropy measure must satisfy [9]. After

De Luca and Termini, many authors have proposed generalizations of fuzzy entropy. The

application of algorithms based on fuzzy logic is widely used in signal analysis [10, 11, 12].

Motivated by the discovery of the usefulness of entropy measures in signal analysis,

this thesis presents a new method for blind signal-to-noise separation based on entropy

measures and the adaptation of a fuzzy entropy measure for signal-to-noise separation.
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The method was applied to the classification of seismological signals, where the proposed

method showed promising results as a preprocessing method.

1.2. Research Objectives and Scientific

Contributions

The main objective of the research was to develop a method that effectively extracts

useful content from the time-frequency domain of a signal based on entropy analysis.

Several objectives were achieved in the course of this work. The first step was to develop

a specialized method for calculating 2D entropy. This method was further improved by

integrating adaptive windows that can dynamically adapt to changing conditions. In ad-

dition, the research focused on extracting masks from the derived entropy maps that allow

further analysis and insights into the signal content. Another important aspect was the

detailed comparison of the performance of different entropy measures. Furthermore, a new

and innovative entropy measure was introduced and adapted to improve the separation of

the signal and the noise. Finally, the proposed approach was employed as a preprocessing

method for signal classification tasks. Based on these objectives, the research hypotheses

are as follows.

The first hypothesis states that the use of adaptive 2D entropy within the method

significantly improves the process of extracting useful content from the signal. It is hy-

pothesized that the adaptive nature of the entropy calculations will improve the accuracy

and F1-score of identifying relevant signal components.

The second hypothesis is that the entropy map will provide additional insights into

the signal properties and thus enable more accurate classification results.

The contribution of this work is a novel method specifically developed for the sep-

aration of signal components from noisy data. In addition, a fuzzy entropy measure is

adapted and applied in the study to fit the proposed method. Furthermore, it is shown

that the developed method can be used as a preprocessing step in classification tasks,

enabling effective extraction of useful content from the signals.

The research methodology used to develop and validate the proposed method is de-

scribed below.
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1.3. Research Methodology

The study consisted of several phases of research and development. In the first phase,

an overview of the use of entropy measures and time-frequency distributions in signal

processing was given. The different types of representations used in the decomposition

of signals into the time-frequency domain were explored such as spectrogram, Wigner-

Vile, Choi-Williams, etc. In addition, a comprehensive understanding of the methods of

time-frequency distribution, both in theory and in practical implementation, was gained.

This included categorizing the advantages and disadvantages of the different signal rep-

resentations. In addition, an overview of previous research on the application of entropy

measures in signal analysis was given, with a particular focus on the application to signals

in the time-frequency domain. The available tools for signal analysis in the time-frequency

domain and the functions for entropy calculations were selected. In particular, those tools

were packages in Matlab that allowed the calculation of various time-frequency distribu-

tions and probabilistic entropies.

The second phase focused on the development of a novel method suitable for the

analysis of time-frequency signals using local entropy measures. The proposal included

a method for calculating the local 2D entropy with an adaptive window for the time-

frequency representation of the signal. Preliminary research results were obtained by

applying the proposed approach in signal analysis. The method was applied to synthetic

noisy, non-stationary and multi-component signals and the results were compared with

existing methods using the time-frequency representation of signals and based on entropy

measures. In addition, the new fuzzy entropy measure was configured to ensure its com-

patibility with the proposed method. By incorporating fuzzy logic principles into the

entropy calculation, an attempt was made to capture the uncertainty and fuzziness in-

herent in the signal characteristics. This adaptation was intended to enable the method

to deal with complex and ambiguous signals and to further improve the quality of the

extracted components. The aim was to extract valuable information from time-frequency

representations of noisy, non-stationary and multi-component signals. Furthermore, the

effectiveness of different entropy measures and time-frequency distributions within the

proposed method was analyzed. The final phase involved the application of the devel-

oped methods to real signals. A suitable problem to which the proposed method could be
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applied was carefully selected on the basis of the quantitive results obtained so far. To fa-

cilitate this process, available tools for signal classification and image classification in the

Python Torch framework were investigated. In addition, the performance of the proposed

method was tested as a data preprocessing technique for an existing signal classification

problem. Through the implementation of this comprehensive research plan, a contribu-

tion was made to the further development of noise separation in the time-frequency signal

domain and its application in practical scenarios.

1.4. Organization of the Thesis

This thesis is divided into eight chapters that provide a structured description of the

research conducted. The first chapter discusses the academic motivation for the research

offered, outlines the primary aims and contributions of the thesis and briefly describes the

research methodology. In addition, this chapter provides an overview of the framework

of the thesis.

Chapter 2 introduces the basic concepts of non-stationary signal analysis, focusing

on the definition and mathematical properties of different time-frequency distributions.

Examples are also given to illustrate the concept.

A description of classical entropy measures, including the Shannon, Rényi and Tsallis

entropies, and fuzzy entropy measures, emphasizing the differences between them, is given

in Chapter 3.

Chapter 4 explores fundamental aspects related to classification problems, focusing on

the use of convolutional neural networks. The chapter describes the three different CNN

architectures used in this thesis.

Chapter 5 provides an overview of methods for separating signal from noise, including

the time representation and the time-frequency representation, as well as methods for

classifying seismological signals represented as both time series and images.

One of the main parts of the thesis is in Chapter 6, which presents a novel technique

for distinguishing signals from noise and an entropy measure modified specifically for

this purpose. It analyzes the method and discusses the operators, steps and algorithms

involved.

The results obtained with the proposed method are presented in Chapter 7, accompa-
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nied by a detailed analysis and discussion of several examples.

Finally, Chapter 8. outlines the conclusions and possibilities for future work.
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2. Chapter

TIME-FREQUENCY DIGITAL

SIGNAL ANALYSIS

Contents

2.1. Non-Stationary Signals . . . . . . . . . . . . . . . . . . . . . . . 7

2.2. Time-Frequency Distributions . . . . . . . . . . . . . . . . . . . 10

In the field of signal analysis, understanding the connection between time and fre-

quency components is essential for unravelling the dynamic behaviour of signals. This

chapter describes the main concept of non-stationary signal analysis with an explanation

of the need for joint time-frequency representation. Time-frequency signal distributions

with a focus on quadratic distributions are introduced. The concepts of time-frequency

signal analysis and the need for it are also demonstrated in the examples of the multi-

component non-stationary signal.

2.1. Non-Stationary Signals

Not all signals describing real-world phenomena exhibit predictable, consistent be-

haviour. Some signals exhibit trends, fluctuations, or variations that change over time.

These “non-stationary” signals present special difficulties and opportunities in the case

of their analysis. A signal is basically a picture of information that changes over time

or location. A stationary signal is one whose statistical characteristics, such as mean,
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variance, and autocorrelation, do not vary over time and that generally remain constant.

On the other hand, the statistical characteristics of a non-stationary signal change over

time. Non-stationarity can be caused by a variety of factors, including external forces, un-

derlying dynamics, and changing environmental conditions. One such external influence

is noise, which is found in the majority of signals in real-world applications.

The time domain is the most natural way to represent a signal. The signal s(t) in this

case reflects the signal amplitude as a function of time.

The Fourier transform (FT) is a bijective function that allows for transformation

between the time and frequency domains and vice versa. Transformation to frequency

domain is

S(f) =

∫ ∞

−∞
s(t)e−j2πftdt (2.1)

Time signal can be recovered from the FT as

s(t) =

∫ ∞

−∞
S(f)ej2πftdf (2.2)

The time domain and frequency domain are mutually exclusive; the time domain does

not contain information about the frequency domain. The frequency domain shows the

overall strength of every frequency in the signal; it does not show information about

the time localization of spectral components. These limitations associated with one-

dimensional signal representations are showcased in the context of a synthetic non-stationary

signal containing two linear components. The signal manifestations are illustrated in Fig-

ure 2.1, where Figure 2.1(a) exhibits the signal’s presentation in the time domain, and

Figure 2.1(b) portrays the frequency domain.

Furthermore, real-world non-stationary signals often encountered in practical applica-

tions frequently contain noise, complicating their analysis through conventional method-

ologies. The impact of this noise on one-dimensional signal depictions is exemplified in

Figure 2.2. This figure offers both the time-domain and frequency-domain representations

of the previously examined signal. However, in this instance, the signal is additionally

affected by additive white Gaussian noise, introducing a signal-to-noise ratio (SNR) of 5

dB. As evident from Figure 2.2, the noise’s presence amplifies the complexity of analyz-

ing the aforementioned non-stationary signal. Consequently, relying solely on separate

time-domain and frequency-domain depictions becomes impractical for deciphering noisy
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(a) Time domain representation (b) Frequency domain representation

Figure 2.1: Example of a two-component non-stationary signal

signals characterized by fluctuating frequency content.

This restriction of the one-dimensional approach can be removed by describing the

time-frequency structure of a signal by a surface over the time-frequency plane.

(a) Time domain representation (b) Frequency domain representation

Figure 2.2: Example of a two-component non-stationary signal with added noise(SNR=5
dB)
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2.2. Time-Frequency Distributions

Traditional methods of spectral analysis, such as the FT, work best with stationary

signals but have difficulty with signals that change over time. Time-frequency distribu-

tions (TFDs) provide a thorough illustration of how the frequency components of a signal

change over time. TFDs provide a more thorough and dynamic perspective than the

static frequency information provided by the FT and allow the evaluation of signals with

varying frequency content, such as non-stationary signals. The basic idea of the method

is to create a combined time and frequency function that can simultaneously characterize

the energy density of a signal in time and frequency [1, 13, 14]. The time-frequency distri-

butions theoretically define the properties of a signal in a two-dimensional time-frequency

plane.

All linear TFD’s satisfy the superposition principle: if x(t) is a linear combination of

signal components, then the TFD of the x(t) is the same linear combination of the signal

components TFDs

x(t) = c1x1(t) + c2x2(t) −→ Tx(t, f) = c1Tx1(t, f) + c2Tx2(t, f) (2.3)

Short-time Fourier transform is the most simple and commonly used linear TFD. This

thesis will concentrate on the quadratic TFDs where non-linearity is present.

The first attempt at observing signals in both domains simultaneously was the short-

time Fourier transform(STFT) proposed by Gabor in 1964 [15]. The STFT at time t

is defined as the FT of the signal x(τ) multiplied by a shifted window ω(t − τ) centred

around t.

STFT =

∫ ∞

−∞
z(τ)ω(t− τ)e−j2πfτdτ (2.4)

Calculation of the squared magnitude of the STFT of the signal is the spectrogram

representation [1, 13, 16].

Sz(t, f) =| STFTz(t, f) |2 =|
∫ ∞

−∞
z(τ)ω(t− τ)e−j2πfτdτ |2 (2.5)

The spectrogram introduces a nonlinearity in the time-frequency representation. Fur-
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thermore, the spectrogram of the sum of two signals does not equal the sum of the

spectrograms of the two signals. This lack of additivity is one of the reasons why the

spectrogram is considered a bilinear TFD rather than a linear TFD, even though it is de-

rived from the STFT. In addition, the spectrogram plot depends on the window function

ω(t). A smaller window gives better time resolution, while a wider window gives better

frequency resolution. In other words, the observation window ω(τ) allows the spectrum

to be localized in time but also blurs the spectrum in frequency. The lack of additivity

is one of the limitations of the spectrogram, especially for complex signals that contain

multiple components, since the STFT involves a windowed FT that results in cross terms

that lead to interactions between the frequency components of the two signals[1].

The spectrogram often causes great difficulty when used to analyze rapidly changing

signals. If the analysis window is short enough to capture rapid changes in the signal, it be-

comes impossible to resolve frequency components of the signal that are close in frequency

during the duration of the analysis window[17]. To solve this problem, the Wigner-Vile

distribution (WVD), a quadratic TFD, was introduced in [18] as an alternative.

The WVD is obtained by applying the FT to the instantaneous autocorrelation func-

tion (IAF) of the signal s(t). The IAF Rs(t, τ) of the signal s(t) is defined as

Rs(t, τ) = s(t+
τ

2
)s∗(t− τ

2
) (2.6)

where s∗(t) denotes the complex conjugate of the signal s(t) an τ is the continuous

lag. Therefore, the WVD is obtained as

WVDs(t, f) = STFT (Rs(t, τ)) (2.7)

On the one hand, the WVD provides a high-resolution representation in time and fre-

quency for a nonstationary signal. On the other hand, its energy distribution is nonneg-

ative and often leads to strong cross-terms between components in different (t, f) regions

[19]. These cross terms can make visual interpretation of the TFD difficult. Therefore, to

obtain interpretable time-frequency representations, the unwanted cross-terms should be

attenuated. Attenuating the cross terms is possible by smoothing the WVD using filter

functions, also known as kernels [20].
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The pseudo-Wigner-Ville distribution (PWVD) is derived by windowing the IAF through

the time window h(t). The PWVD is smoothed in the frequency domain by multiplying it

by the window function in the time domain [21], which results in attenuation of the cross

terms oscillating in the frequency direction and improvement of the frequency resolution

of the signal auto-terms. The PWVD is calculated as:

PWVDs(t, f) =

∫ ∞

−∞
h(τ)s(t+

τ

2
)s∗(t− τ

2
)e−j2πfτdτ (2.8)

The PWVD has no effect on cross-terms oscillating in the time direction but suppresses

cross-terms oscillating in the frequency direction. The smoothed pseudo-Wigner-Ville

distribution (SPWVD) addresses the problem of residual cross-terms. The PWVD is

smoothed in the time direction by the additional application of the time-smoothing win-

dow g(t) in this TFD. Therefore, the smoothing of the PWVD in the time and frequency

domains can be changed independently by adjusting the lengths of the windows h(t) and

g(t) in the SPWVD [22]. However, as is common with interference-reduced distributions,

there is still a trade-off between the level of the cross-terms in the representation and the

resulting time-frequency resolution [22]. The SPWVD is defined as

SPWVDs(t, f) =

∫ ∞

−∞
h(τ)

∫ ∞

−∞
g(u− t)s(u+

τ

2
)s∗(u− τ

2
)due−j2πfτdτ (2.9)

Different distributions in the quadratic class of TFDs can be obtained by selecting

different kernel functions.

Choi and Williams introduced one of the earliest distributions [23] that was different

from the WVD, which they called the Exponential Distribution. This new distribution

overcomes several drawbacks of the spectrogram and WVD, providing high resolution

with suppressed interferences.

The exponential Distribution kernel is defined as g(u, τ) = e
−u2τ2

σ . Choi-Williams

distribution (CWD) is obtained as

CWDs(t, f) =

∫ ∞

−∞

∫ ∞

−∞

√
σ

π

1

2|τ |
e−

σu2

16τ2 s(t+ u+
τ

2
)s∗(t+ u− τ

2
)due−j2πfτdτ. (2.10)

While the emphasis on the development of distribution such as Choi-William distri-

bution was to meet marginal conditions and other properties, in order to introduce finite
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time support and reduce cross terms, Zhao-Atlas-Mark distribution(ZAMD) [24, 25], was

designed with a cone-shaped kernel that performs the directional band-pass filtering of

the WVD. The ZAMD is defined as

ZAMDs(t, f) =

∫ ∞

−∞
h(τ)

∫ t+
|τ |
2

t− |τ |
2

s(u+
τ

2
)s∗(u− τ

2
)due−j2πfτdτ (2.11)

The reduced interference distribution (RID) is a quadratic TFD in which the cross-

terms are constricted relative to the auto-terms. It can use different functions. One of

the functions is the Bessel function of the first kind [26]. The distribution is defined as:

RIDBs(t, f) =

∫ +∞

−∞
h(τ)Rs(t, τ)e

−j2πfτdτ (2.12)

where h is the frequency smoothing window and Rs represents the kernel

Rs(t, τ) =

∫ t+|τ |

t−|τ |

2g(v)

π|τ |

√
1− (

v − t

τ
)2s(v +

τ

2
)s ∗ (v − τ

2
)dv (2.13)

g is the time smoothing window and s∗ denotes the complex conjugate of s.

The quadratic TFDs discussed earlier are used in this thesis. Figures 2.3 to 2.7 present

the visual representations of five distinct quadratic TFDs: spectrogram, SPWVD, CWD,

ZAMD, and RIDB. These figures showcase the characteristics of these TFDs using an

illustrative example involving a two-component non-stationary signal.

Both noiseless and noisy TFDs (with an additional noise at a signal-to-noise ratio

(SNR) of 5 dB) are shown in the figures. It’s worth noting that the presence of noise

leads to an overlap between the inherent components of the signal and the added noise.

This phenomenon is visually evident in the figures where the cross-terms between the

signal and noise components can be observed, highlighting the impact of noise on the

TFD plots.

The examples clearly illustrate that the time-frequency approach enhances the dis-

tinction between noisy and clean signals compared to classical methods. In this thesis,

the digital signal analysis will concentrate on signal representation in the time-frequency

domain, and also on the entropy measures discussed in the subsequent chapter.
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Figure 2.3: Spectrogram of the example of a two-component non-stationary signal s(t)
with a parabolic and a linear frequency modulated component with and without added
noise

Figure 2.4: SPWVD of the example of a two-component non-stationary signal s(t) with
a parabolic and a linear frequency modulated component with and without added noise



15 Ana Vranković Lacković - Doctoral Dissertation

Figure 2.5: CWD of the example of a two-component non-stationary signal s(t) with a
parabolic and a linear frequency modulated component with and without added noise

Figure 2.6: ZAMD of the example of a two-component non-stationary signal s(t) with
a parabolic and a linear frequency modulated component with and without added noise

Figure 2.7: RIDB of the example of a two-component non-stationary signal s(t) with a
parabolic and a linear frequency modulated component with and without added noise
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3. Chapter

ENTROPY MEASURES
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Entropy is a term used in thermodynamics, statistical mechanics, information theory,

and other fields to describe how complex or unpredictable a system is. However, the

meanings vary depending on the field of study. Shannon [27] introduced the term “en-

tropy” in order to describe communication networks, which is also known as the Shannon

entropy, and it significantly influenced the foundation of information theory.

Let’s first consider a finite set X of mutually exclusive events. In probability theory,

this uncertainty about the event occurring is expressed by a function P : X −→ [0, 1], for

which we can define a probability distribution function

∑
x∈X

p(x) = 1 (3.1)

For each x ∈ X, the p(x) represents the degree of support that x occurs. X variable

is called a random variable as its states can be associated with the probability. The
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information associated with the outcome X = x is denoted by:

I(x) = logb
1

p(x)
(3.2)

The choice of the value b determines the unit in which the information is measured. For

b = 2, the resulting unit of measurement is bit. If b = e, then the resulting unit of measure

is nat.

The amount of information acquired due to the observation of event x follows from

Shannon’s solution of the fundamental properties of information[13]

– I(x) is monotonically decreasing in p, an increase in the probability of an event

decreases the information from an observed event, and vice versa.

– I(1) = 0, events that always occur do not communicate information.

– I(p1,p2) = I(p1) + I(p2), the information learned from independent events is the

sum of the information learned from each event.

3.1. Classical Entropy Measures

3.1.1. Shannon entropy

As already mentioned, Shannon in [27] introduced the concept of information from a

discrete source without memory as a function that quantifies the uncertainty of a random

variable. The average of the information is known as the Shannon entropy measure.

Shannon entropy measure is formulated as

HS(p1, p2, ..., pn) = −c

n∑
i=1

pilogb(pi), (3.3)

where b and c are positive constants, and b ̸= 1. Each choice of the values b and c

determines the unit in which the uncertainty is measured.

By definition, for pi = 0, pi logb(pi) = 0.

Let us consider a simple case of n = 2:

H(p) = Hs(p, 1− p) = −(p log2(p) + (1− p)log2(1− p)). (3.4)
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For p = 1 or p = 0, H(1) = H(0) = 0.

The formulation of Shannon entropy is based on a set of axioms that provide a solid

foundation for its properties and calculations. These axioms are as follows:

1. Non-Negativity

The Shannon entropy of a random variable p is always non-negative: Hs(p) ≥ 0, i.e.

If p = 1, then Hs(p) = 0.

2. Expansibility

When an event with probability zero is added to the distribution, the entropy should

not change

Hs(p1, p2, ..., pn) = Hs(p1, p2, ..., pn, 0) (3.5)

3. Symmetry

The entropy is a symmetric function of its arguments, i.e., the entropyHs(p1, p2, ..., pn)

does not depend on the order of pi:

Hs(p1, p2, ..., pn) = Hs(pσ1 , pσ2 , ...pσn), (3.6)

where σ1, ..., σn is a permutation of (1, 2, ..., n).

4. Maximum

Maximum entropy is reached when all probabilities are equal.

Hs(p1, p2, ..., pn) ≤ Hs(
1

n
,
1

n
, ...,

1

n
) = 1. (3.7)

5. Additivity

If two events X and Y are independent, then the entropy of their joint distribution

is the sum of their individual entropies

Hs(X, Y ) = Hs(X) +Hs(Y ) (3.8)

6. Subadditivity

The combined uncertainty or information content of two random variables together

is never greater than the sum of their individual uncertainties.
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Hs(X, Y ) ≤ Hs(X) +Hs(Y ) (3.9)

7. Continuity

Hs should be continuous in all its arguments p1, p2, ..., pn.

8. Concavity

Hs is a concave function of all its arguments.

The subset of Non-Negativity, Maximum Entropy, Additivity, and Concavity are the

best-known examples of axiomatic characterization of the entropy measure.

There are a number of collections of axioms that are sufficient to characterize the

Shannon entropy uniquely. It has been proven that the Shannon entropy is the only

functional that satisfies any of these sets of axioms.

3.1.2. Rényi Entropy

Alfréd Rényi, a Hungarian mathematician, was one of the first to define new mea-

sures of uncertainty. He sought the most general definition of uncertainty measures that

would preserve additivity for independent events and be compatible with the axioms of

probability. His information measure, known as the Rényi entropy [28], was defined as

H
(α)
R (p1, p2, ..., pn) =

1

1− α
log2(

n∑
i=1

pαi ). (3.10)

Let us here summarize the properties of Rényi’s entropy measure:

1. Symmetry

H
(α)
R (X) is a symmetric function of its variables.

2. Continuity

H
(α)
R (X) is a continuous function of X.

3. Maximum

H
(α)
R ( 1

n
, 1
n
, · · · , 1

n
) = 1.

4. Additivity

H
(α)
R (X, Y ) = H

(α)
R (X) +H

(α)
R (Y )
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5. When α → 1, the Rényi entropy becomes the Shannon entropy. That is

lim
α→1

H
(α)
R (X) = HS(X). (3.11)

The above conditions 1 to 4 characterize the Rényi entropy, i.e., they are necessary

and sufficient axioms for the Rényi entropy.

Rényi entropy is characterized as a continuous family of entropy measures depending

on the value of the parameter α[28]. α controls the degree of sensitivity of the entropy

towards particular probability distribution functions[28].

A plot of Rényi entropy for different α values is given in Figure 3.1 for cases when

only two states are possible(n = 2). We can see the change in the degree of sensitivity as

the α increases.

Figure 3.1: Rényi entropy(H
(α)
R ) for different α values when n = 2; for α = 1 then

H
(α)
R = HS

3.1.3. Tsallis Entropy

Tsallis entropy, also known as q-entropy, is a generalization of Shannon entropy in-

troduced by Constantino Tsallis in 1988 [29]. Tsallis entropy introduces a parameter q
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that allows for a more flexible characterization of the distribution’s properties, including

fat-tailed and long-range dependence behaviours. It is defined as

HT (x) =
1

q − 1
(1−

n∑
i=1

pqi ) (3.12)

The Tsallis entropy has a similar axiomatic foundations as the Shannon entropy [30,

31] but unlike Shannon entropy, Tsallis entropy is non-additive. There is also a simple

transformation between the Tsallis entropy and the Rényi entropy

H
(α)
R =

1

1− q
log(1 + (1− q)HT (X)) (3.13)

The Tsallis entropy has four important properties[32]

1. Minimum

If p = 1, then HT (p) = 0

2. Pseudo-additivity or non-additivity

Let X and Y be two independent systems in the probability theory, i.e.,

pX+Y
ij = pXi + pYj

then the following holds:

HT (X + Y ) = HT (X) +HT (Y ) +
1− q

1
HT (X)HT (Y ) (3.14)

3. Maximum

H
(α)
T ( 1

n
, 1
n
, · · · , 1

n
) = 1

4. If q = 1 we get the Shannon entropy

A plot of Tsallis entropy for q = −1,−0.5, 0, 0.5, 1 and 2 is given in Figure 3.2. For

q < 0, the Tsallis entropy is concave, and for q > 0, it becomes convex. For q = 1,

it converges to the Shannon entropy. For all cases, the Tsallis entropy decreases as q

increases.

Although the entropy is named after Tsallis, others studied it long before the 1988

paper in which Tsallis first mentioned it. For example, Havrda and Charvar [33] had
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Figure 3.2: Tsallis entropy for different q values when n = 2; when q → 1 then HT = HS

already introduced a similar formula, adapted to base 2 logarithms, in the 1967 paper,

and it was also mentioned by Patil and Taillie [34] in 1982.

3.2. Fuzzy Entropy Measures

For the calculation of classical entropy measures, such as Shannon or Rényi entropy,

the sum of all probabilities associated with the events or outcomes in the set needs to

equal 1. This requirement ensures that the probabilities represent a valid probability

distribution.

For a set of events x1, x2, . . . , xn with associated probabilities p1, p2, . . . , pn, the sum

of probabilities must satisfy 3.1.

This condition ensures that the probabilities cover all possible outcomes and form a

normalized probability distribution. It is a fundamental prerequisite for entropy calcu-

lations because entropy measures the uncertainty or information content associated with

a probability distribution, and the probabilities must sum to 1 to represent the entire

distribution of possible events accurately.

The requirement that the sum of probabilities must equal 1 is not needed when cal-
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culating fuzzy entropy. Fuzzy entropy is a concept used in fuzzy set theory, which deals

with degrees of membership rather than traditional probabilities.

In fuzzy set theory, the sum of membership degrees (similar to probabilities in classical

set theory) does not have to equal 1. Instead, each element in a fuzzy set is associated

with a degree of membership between 0 and 1, which indicates the degree to which an

element belongs to the set. These membership degrees can be fuzzy and do not need to

be normalized.

Fuzzy entropy measures are designed to work with fuzzy sets and the correspond-

ing degrees of membership. They capture the uncertainty or fuzziness inherent in these

degrees of membership.

A fuzzy set A is defined on a universe of discourse X = x1, x2, ..., xn by Zadah[35] as

A = {xi|µA(xi) : i = 1, 2, ..., n}, (3.15)

where µA(x) is a membership function:

µA(x) =


0, x does not belong to A ,

1, x belongs to A ,

< 0, 1 >, x is partially member of A.

(3.16)

The idea of fuzzy entropy was first developed by Zadah [8] as a fuzziness metric. He

created a weighted Shannon entropy by combining the membership function and prob-

ability theories; however, fuzzy sets did not respond well to the measure. The amount

of fuzziness brought on by a fuzzy set’s ambiguity is measured by its fuzzy entropy. It

is a crucial idea when discussing how to quantify the fuzziness of a fuzzy set. De Luca

and Termini [9] defined the axioms that a fuzzy entropy must adhere to in order to be

classified as a fuzzy entropy:

1. H(A) attains a minimum if and only if A is a crisp set, i.e., µA(x) = 0 or 1 ∀x.

2. H(A) attains a maximum if and only if A is the fuzziest set, i.e., µA(x) = 0.5 ∀x.

3. H(A∗) ≤ H(A) where A∗ is a sharpened version of A.

4. H(A) = H(¬A) where ¬A is a complement set of A.
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The measure they proposed was the first correct measure that defined the entropy of

a fuzzy set based on Shannon’s function. They suggest the following measure

Hf (A) = −
n∑

i=1

[µA(xi)logµA(xi) + (1− µA(xi))log(1− µA(xi))] (3.17)

Since then, there have been a number of new fuzzy entropy measures, including non-

parametric and parametric ((α) and (α, β)) definitions.

Sharma and Tenaja developed one of the earliest entropies of type (α, β) based on the

generalization of the functional equation [36] in [37] as

Hβ
α(A) =

1
21−α−21−β

(∑n
i=1 µA(xi)

α −
∑n

i=1 µA(xi)
β
)
, (3.18)

where α ̸= β. The authors subtracted two averages to obtain this generalized entropy.

Based on the generalized exponential entropy of a probability distribution presented in

[38], Fan and Mal suggested a fuzzy entropy in [39]. It is

Hβ
α(A) =

[∏n
i=1

µα(xi)
α−(1−µA(xi))

α

µα(xi)β−(1−µA(xi))β

]
1

β−α , (3.19)

where α ̸= β.

Hooda in [40] proposed the following measure of fuzzy entropy based on the [41]:

Hβ
α(A) =

1
1−β

∑n
i=1

[
(µα

A(xi) + (1− µA(xi))
α)

β−1
α−1 − 1

]
, (3.20)

where α ̸= β, α, β > 0, and α ̸= 1.

One of the more recent propositions of exponential fuzzy entropy of order (α, β) is

given by Joshi and Kumar [42] as

Hβ
α(A) =

1

n(e1−0.5α − e1−0.5β)

n∑
i=1

[ (
µA(xi)e

(1−µA(xi))
α

+ (1− µA(xi))e
(1−(1−µA(xi))

α)
)

−
(
µA(xi)e

(1−µA(xi))
β

+ (1− µA(xi))e
(1−(1−µA(xi))

β)
) ]

(3.21)

where either α > 1, and 0 < β < 1, or 0 < α < 1, and β > 1.

This measure generalizes the Verma and Sharma entropy [43], Pal and Pal exponential
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entropy [44], and De Luca and Termini logarithmic entropy [9]. Additional overview of

generalized entropic forms, including entropies of order(α, β) is given in [45]

Several fuzzy entropy measures exist, categorized into one-parameter and two-parameter

variants. This section emphasizes two-parameter measures as Chapter 7 will introduce a

novel fuzzy entropy measure, which also falls within the two-parameter category.
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4. Chapter

CONVOLUTIONAL NEURAL

NETWORKS
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One of the goals of the thesis is the design of the method for classifying non-stationary

signals. This chapter provides an introduction to machine learning classification, with a

particular emphasis on convolutional neural networks in the domain of image classification.

In addition, the chapter describes the specific convolutional neural networks utilized in

the thesis.

4.1. Classification

Machine learning is a growing field of research today. It incorporates algorithms that

can automatically learn from provided data examples to solve new tasks [46]. Learning is

defined as improving the algorithm’s performance at some tasks with experience, which

is measured by different performance measures[47]. Some of the machine-learning tasks

include classification, regression, transcription, machine translation, anomaly detection,

and many more [47].

In machine learning and data analysis, classification is the process of categorizing or
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labelling data into predefined classes or categories based on its attributes or features. It

involves building a model that automatically assigns labels to new, unseen data points

based on patterns and relationships learned from a labelled training dataset (supervised

learning). The primary goal of classification is to make accurate predictions or decisions

about the class membership of data instances.

When an algorithm learns from training data with known target responses or labels,

which can be a categorical or a numeric value, this is known as supervised learning.

Through training, a model is created that anticipates the response when a new example

is presented.

Mathematically, supervised learning can be described as learning a function f that

maps input data X to output data Y :

f : X → Y (4.1)

in a dataset of N samples, each with M features and corresponding labels. The input

data can be represented as a matrix X ∈ RN×M , where each row represents a sample and

each column represents a feature:

X = [x1, x2, . . . , xM ]N (4.2)

The label can be denoted as a vector y ∈ RN , where each element corresponds to the

label for the corresponding sample.

Y = [y1, y2, . . . , yN ] (4.3)

The idea behind the classification task is to learn a function f that maps inputs

to outputs. This function is typically represented as a model with a set of parameters

denoted by w:

f(X;w) ≈ y (4.4)

The model is trained to reduce the discrepancy between the actual output and what

was expected. A loss function, indicated by the symbol L, is generally used to calculate

this inaccuracy since it measures the discrepancy between the output that was predicted
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and the actual output:

L(y, f(X;w)) (4.5)

The optimization problem is finding the set of parameters w that minimizes the loss

function over the training data:

min
w

: L(y, f(X;w)) (4.6)

An optimization algorithm like gradient descent can be used to address this optimiza-

tion problem. The weights are updated in the direction of the negative gradient by the

optimization process, which calculates the gradient of the loss function with respect to

the weights:

wij = wij − η
∂L

∂wij

(4.7)

where wij is the weight connecting neuron j to neuron i, η is the learning rate (a small

positive scalar), and ∂L
∂wij

is the gradient of the loss function with respect to the weight

wij

Once trained, the model can be used to forecast the results with fresh input data. To

achieve this, new input data is fed into the trained model, which generates a predicted

value. Decision Trees, the Random Forest algorithm, Support Vector Machines, Artificial

Neural Networks, and Convolutional Neural Networks are the most popular supervised

learning approaches that can be used for classification problems.

Next, we focus on Convolutional Neural Networks describing the idea of beginning the

Convolutional Neural Networks-based classification.

4.2. Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are a subset of deep learning algorithms that

are particularly adept at visual data-intensive applications like image and video analysis.

They have substantially gained popularity in the fields of machine learning and artificial

intelligence, changing a wide range of fields like computer vision and object recognition.

The first design of a CNN was proposed in work by Yann LeCun [48] under the

name LeNet. It was developed for the problem of recognizing handwritten digits. The
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developments of new CNNs happened in 2010 when a competition in image classification

was announced under the name ‘ImageNet large scale visual recognition challenge’. It led

to a considerable effort from academics to compare their computer vision and machine

learning models on a shared dataset (ImageNet), particularly for picture categorization.

The design of CNNs is based on three different layers: convolutional, pooling, and

fully connected (FC) layers.

Convolutional Layer

The convolutional layer is the core building block of a CNN, where most computation

occurs. It requires input data (input image), a filter, and results as a feature map. It

applies a set of learnable filters, or kernels, to localized regions of the input data to produce

a set of output feature maps. This localized connectivity enables the layer to focus on

specific patterns and features, effectively capturing details within the data. Each filter

slides over the input data, computing the dot product between its weights and a small

patch of the input data, effectively capturing local spatial patterns.

Every kernel has its receptive field, which refers to the local region of the input data.

In CNNs, the kernel size determines the dimensions of the receptive field.

Given an input matrix I and a filter matrix K, the convolution operation is defined

as:

S(i, j) = (I ⊛K)(i, j) =
∑
m

∑
n

K(i+m, j + n)⊛ I(m,n), (4.8)

where S(i, j) represents the output feature map S at the position (i, j) in the output

feature map, and ⊛ denotes the convolution operation [49].

In a neural network, the activation function is responsible for transforming the summed

weighted input from the neuron into the activation of the neuron or output for that

input. ReLU, which stands for Rectified Linear Unit, is one of the activation functions

commonly used in convolutional layers and other neural network layers. ReLU introduces

non-linearity to the model. This is important because it allows the network to learn

complex patterns in the data. Without non-linear activation functions like ReLU, the

entire neural network would behave like a linear model. ReLU can also introduce sparsity

into the network. Since it sets negative values to zero, it encourages some neurons to be

inactive, effectively reducing the model’s complexity. This can help prevent overfitting.
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Pooling Layer

The pooling layer, also known as a downsampling layer, is used for dimensionality

reduction. Just like the convolutional layer, the pooling operation moves a filter across

the entire input. However, unlike convolution, this filter does not have any weights.

Instead, it uses a simple calculation to combine the values in the area, and it collects

the result in the output array. In CNNs, two primary types of pooling are commonly

employed: Max Pooling and Average Pooling.

– Max Pooling: The biggest value present in each receptive field is chosen and

preserved in the output

– Average Pooling: The average value of the data in the receptive field is calculated,

and the average value is then assigned to the appropriate location in the output.

Average pooling, as opposed to max pooling, considers the region’s overall feature

intensity.

Fully connected layer

The fully connected layer gathers data from the entire feature map, in contrast to

convolutional layers, which concentrate on spatial hierarchies and local patterns. A fully

connected network is one in which every neuron in a fully connected layer is linked to

every neuron in the layer above it. Typically, the fully connected layer is the last layer in

the network as it generates the final output, which can be utilized to make decisions, such

as categorizing an image into specified categories. The fully connected layers usually use

a softmax activation function for classification, producing a probability from 0 to 1. The

softmax function begins by normalizing the raw output values by exponentiating them

all. This exponentiation emphasizes larger values, making them more distinct. They are

then added together for all classes. This summing acts as a normalizing factor, ensuring

that the final numbers fall between 0 and 1. Finally, the normalization factor is applied

to the exponentiated data. This division yields a set of values that can be translated

into probabilities. Each value represents the probability that the input belongs to a given

class.

In this thesis, we will implement three different CNN architectures: Resnet, VGG,
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and DenseNet. All models that were used were pre-trained on more than a million images

from the ImageNet database.

VGG

One of the most significant contributions of 2014 was the creation of a new architec-

ture known as the VGGNet [50]. The VGGNet is an architecture developed by the Visual

Geometry Group at Oxford University. It was believed that by making CNN deeper, one

might better solve problems and achieve a reduced error rate on the ImageNet classifica-

tion task. They worked on the notion that increasing depth allows one to simulate more

non-linearities in one’s function, and so the important contribution was to view depth

as a significant component in the design. Other important design features included ho-

mogeneous architecture and reduced receptive fields. VGG’s design primarily focuses on

using small 3x3 convolutional filters and stacking them one after the other, which allows

it to capture intricate features in images. Despite its straightforward architecture, VGG

achieved remarkable results in image classification tasks, and its principles have influenced

the development of subsequent, more complex CNN models. VGG16 is a specific variant

of the VGG architecture consisting of 16 layers. These layers comprise 13 convolutional

layers and 3 fully-connected layers. The architecture of VGG16 is straightforward, con-

sisting of a series of convolutional layers with rectified linear unit (ReLU) activations,

followed by max-pooling layers for spatial downsampling. The fully-connected layers at

the end are typically used for classification tasks. The input of VGG is set to an RGB

image of 224x244 size. The average RGB value is calculated for all images on the training

set image, and then the image is input as the input to the VGG convolution network. A

3x3 or 1x1 filter is used, and the convolution step is fixed. The list of layers is given in

Table 4.1.

Due to its strong performance and generalizability, VGG16 is often used as a pre-

trained model. Researchers and practitioners fine-tune VGG16 on specific tasks or datasets,

leveraging the knowledge learned from ImageNet.
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Layer Name Type Output Shape Stride Activation

Input Image Input [224, 224, 3] - -
2X Convolution 3x3 Conv2D [224, 224, 64] 1 ReLU
2X Max Pooling 2x2 MaxPooling2D [112, 112, 64] 2 -
2X Convolution 3x3 Conv2D [112, 112, 128] 1 ReLU
2X Max Pooling 2x2 MaxPooling2D [56, 56, 128] 2 -
3X Convolution 3x3 Conv2D [56, 56, 256] 1 ReLU
2X Max Pooling 2x2 MaxPooling2D [28, 28, 256] 2 -
3X Convolution 3x3 Conv2D [28, 28, 512] 1 ReLU
2X Max Pooling 2x2 MaxPooling2D [14, 14, 512] 2 -
3X Convolution 3x3 Conv2D [14, 14, 512] 1 ReLU
2X Max Pooling 2x2 MaxPooling2D [7, 7, 512] 2 -
Flatten Flatten [25088] - -
3X FC Dense [4096] - ReLU
Output FC [1000] - Softmax

Table 4.1: Layers in the VGG16 Architecture

Resnet

ResNet, short for “Residual Networks,” was developed by Kaiming He, Xiangyu

Zhang, Shaoqing Ren, and Jian Sun at Microsoft Research. The ResNet was introduced

in the “Deep Residual Learning for Image Recognition” paper in 2015 [51]. It was created

to address a common problem of the vanishing gradient. ResNet is known for its extreme

depth, often exceeding 100 layers. This depth allows the model to learn increasingly

abstract and intricate features from input data, which is particularly advantageous in

computer vision tasks. The innovation of ResNet lies in its residual blocks. These blocks

introduce skip connections, also known as shortcut connections or residual connections,

that bypass one or more layers. Instead of trying to learn the desired output directly,

ResNet focuses on learning the residual, or the difference between the desired output and

the actual output from the skipped layers. This approach enables the model to learn

more effectively and helps mitigate the vanishing gradient problem. In residual blocks,

if the desired output is equivalent to the input (i.e., no change is required), the model

can learn to represent the identity mapping, allowing gradients to flow smoothly through

the network. ResNet has several variants, including ResNet-18, ResNet-34, ResNet-50,

ResNet-101, and ResNet-152, which differ in terms of depth. Layers for Resnet-50 are

described in Table 4.2.
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Layer Name Type Output Shape Stride Activation

Input Image Input [224, 224, 3] - -
Conv1 Conv2D [112, 112, 64] 2 ReLU
Max Pooling MaxPooling2D [56, 56, 64] 2 -
2X Conv2x 3x3 Conv2D [56, 56, 64] 1 ReLU
2X Conv2x 3x3 Conv2D [56, 56, 256] 1 ReLU
2X Conv2x 3x3 Conv2D [56, 56, 512] 1 ReLU
3X Conv3x 3x3 Conv2D [28, 28, 1024] 2 ReLU
4X Conv3x 3x3 Conv2D [14, 14, 2048] 2 ReLU
Global Avg Pooling AveragePooling2D [2048] - -
FC FC Dense [1000] - -
Output FC [1000] - Softmax

Table 4.2: Layers in the ResNet-50 Architecture

DenseNet

DenseNet, short for “Densely Connected Convolutional Networks,” is an innovative

neural network architecture designed to enhance the flow of information and gradient

throughout deep networks. It was introduced by Gao Huang, Zhuang Liu, and Laurens

van der Maaten in their 2016 paper, “Densely Connected Convolutional Networks”[52].

The core idea behind DenseNet is the concept of “dense block”. In these blocks, each

layer is connected to every other layer in a feed-forward fashion. This dense connectivity

enables feature reuse and promotes the flow of gradients during training. Essentially,

each layer receives as input not only the feature maps from the preceding layer but also

those from all previous layers within the same dense block. To manage computational

complexity, DenseNet often employs bottleneck layers within dense blocks. These bottle-

neck layers use 1x1 convolutions to reduce the number of feature maps before applying

3x3 convolutions. This approach helps to strike a balance between model capacity and

computational efficiency. Between dense blocks, transition layers are typically used to

downsample feature maps and reduce spatial dimensions. Transition layers include a

combination of 1x1 convolutions for dimension reduction and average pooling for down-

sampling. DenseNet101 is the original DenseNet architecture. It consists of four dense

blocks and is relatively shallow compared to later versions. Its layers are described in

Table 4.3.

The selection of these three Convolutional Neural Networks in this thesis (ResNet,

DenseNet, and VGG) is based on their exceptional performance across a spectrum of
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Layer Name Type Output Shape Stride Activation

Input Image Input [224, 224, 3] - -
Conv1 Conv2D [112, 112, 64] 2 ReLU
Max Pooling MaxPooling2D [56, 56, 64] 2 -
4X Dense Block 1 Dense Block [56, 56, 256] - ReLU
Transition 1 Conv2D [28, 28, 128] 2 ReLU
4X Dense Block 2 Dense Block [28, 28, 512] - ReLU
Transition 2 Conv2D [14, 14, 256] 2 ReLU
23X Dense Block 3 Dense Block [14, 14, 1024] - ReLU
Transition 3 Conv2D [7, 7, 512] 2 ReLU
15X Dense Block 4 Dense Block [7, 7, 2048] - ReLU
Global Avg Pooling AveragePooling2D [2048] - -
FC FC Dense [1000] - -
Output FC [1000] - Softmax

Table 4.3: Layers in the DenseNet-101 Architecture

computer vision applications, with the purpose of showing that these CNN architectures

combined with time-frequency representations (images) of digital signals and derived en-

tropy masks from time-frequency images can be used to improve classification of nonsta-

tionary signals. Chapter 5 gives a comprehensive review of related work involving the

application of CNNs in signal classification, followed by Chapter 6, where we propose

our novel nonstationary signal classification technique. The experiments and achieved

classification results are elaborated on in Chapter 7.
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The related work in the field of signal-noise separation is briefly summarized in this

chapter as an introduction to the proposed technique combining machine learning clas-

sification, time-frequency distributions, and information-entropy-based analysis of time-

frequency images of nonstationary signals. The chapter is divided into two main sections,

each of which addresses a significant contribution of this thesis. The first section focuses

on the techniques used to separate signal from noise. We start by looking at the methods

that work in one domain. We then proceed to more modern techniques that improve

signal-noise separation by using time-frequency distributions. The classification of seis-

mology signals is examined in detail in the second section since this is the application

chosen to demonstrate the efficiency of here-proposed novel method designed to separate

signal from noise. Seismology signals are examined from two unique angles: first, as time

series data, and second, as two-dimensional representations resembling images.
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5.1. Methods in signal-noise separation

A perfect signal-noise separation extracts only the signal and ignores all of the noise. In

the real world, achieving that without apriori knowledge about the signal is a challenging

task. This chapter describes related work on blind-source separation (BSS) with different

tools, including time-frequency distributions and entropy measures.

5.1.1. Classical representation

In the case of the approaches that work with representation in one domain, the BSS

methods are often based on independent component analysis (ICA). It is an iterative

method with the goal of optimizing a function. In this case, it is a contrast function that

allows for the separation of different sources in a multi-component signal. There are a

number of different upgrading algorithms and optimizing methods that have been applied

for this problem [53]. This chapter will mention only some.

The most popular method that works with time or frequency representation is Prin-

cipal Component Analysis (PCA) using Singular Value Decomposition (SVD). PCA was

introduced as a tool in signal processing in paper [54]. From then on, it was combined with

SVD in [3]. This approach has found widespread application in BSS, especially within the

realm of EEG signal processing [55, 56, 57, 58]. PCA with SVD is a powerful technique

for the BSS, but it performs best when the source signals are statistically independent

and the noise is uncorrelated with the sources as it leverages the statistical properties of

the data [59].

PCA is based on a greedy approach. A greedy approach in BSS refers to a class

of algorithms that iteratively estimate and separate the source signals one at a time.

These algorithms are called “greedy” because they make local decisions at each step with

the goal of maximizing some criterion without considering the global optimization of the

entire separation problem [60]. Greedy algorithms are often used when the BSS problem is

complex and finding a global solution is computationally infeasible. However, one problem

with this approach is that the order in which sources are estimated can affect the results.

The other problem is that the convergence is not always guaranteed, and the algorithm

may get stuck in local minima [61].
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Another popular approach is the relaxation approach. The relaxation approach in BSS

combines elements of optimization theory, constraint satisfaction, and iterative refinement

[62, 63]. It allows for incorporating prior knowledge about the sources and the mixing

process.

Iterative approaches based on ICA are particularly effective when the sources have

different statistical properties, such as non-Gaussian distributions, and when they are

mixed in a way that preserves their statistical independence. In addition, ICA has limita-

tions, such as the assumption of linear mixing and the requirement of a sufficient number

of observations to estimate the sources accurately. Additionally, ICA is sensitive to the

order in which the sources are estimated, which can affect the results significantly [53].

BSS techniques utilizing entropy measures often rely on one-domain representations

for source separation. These approaches aim to leverage the information-theoretic concept

of entropy to distinguish and separate sources based on their statistical properties.

Shannon entropy can be employed to assess the statistical properties of sources.

Sources with distinct entropy profiles can often be separated effectively. For example,

sources with significantly different entropy values may be separated using thresholding

or clustering techniques. In paper [64], such a technique, utilizing Shannon entropy and

BSS, was employed for detection.

An extensive analysis of entropy methods for instantaneous blind source separation

was presented in [5]. The analysis included Shannon entropy and Rényi entropy.

Depending on the parameter choice, Rényi entropy measures can capture different

aspects of source statistics. In one-parameter representation, a specific α value is selected

to emphasize particular statistical features for source separation. Another approach based

on Rényi entropy was introduced in [65] with variable order of entropy. Similar work was

performed in [4]. A method for blind source separation of sources by minimizing the

mutual information between segments was presented, utilizing both Rényi and Shannon

entropy.

5.1.2. Time-frequency representation

Unlike the methods that work with the classic representation, TFD-based methods for

signal-noise separation typically do not rely on the statistical independence assumption.
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When referring to TFD used in BSS, several algorithms were developed over the years

[66, 67, 68, 69, 70, 71]. In this approach, TFD matrices are typically crafted from the

auto-terms and cross-terms of the observed signals. These matrices are then employed

for source diagonalization, antidiagonalization, or fusion. The choice depends on the

specific time-frequency point selections and the structure of the source TFD matrices.

These established methods enable the separation of source signals that share identical

spectral shapes but possess different time-frequency localization. However, when dealing

with multi-component signals, the inherent bilinear nature introduces problematic cross-

terms that complicate signal component detection and extraction. These often lead to

misinterpretation of the signals.

To address this challenge, various approaches [72, 73, 74, 75] have been devised to mit-

igate the interference caused by cross-terms, guided by the concept of Time-Frequency

Ratio of Mixtures[76, 77]. These methods draw inspiration from a paradigm where indi-

vidual sources manifest exclusively in small and distinct time-frequency zones, imposing

minimal constraints on source sparsity and overlap.

A variation of sparse component analysis, rooted in the time-frequency domain, was

introduced in [78]. Research into blind source separation in the time-frequency domain

has also been explored in [79] and [80], involving the transformation of mixed signals from

the time domain to the time-frequency domain. These studies verified the effectiveness

and superiority of the proposed algorithm, albeit under the assumption of multiple sen-

sors and single-source points. Both approaches are dependent on the number of sensors.

Additionally, [81] presents alternative methods for blind source separation based on the

mixing matrix, also reliant on the number of sensors.

[6] investigates a technique that combines wavelet transform with time-frequency blind

source separation using the smooth pseudo Wigner-Ville distribution. This approach aims

to extract characteristic waves from electroencephalogram data, with the resulting output

utilized in constructing a support vector machine. The drawback of this approach is either

there are cross-terms that can lead the algorithms in the wrong direction, or they are

dependent on the multiple numbers of sensors.

In [82], an entirely automated undetermined blind source separation approach is pre-

sented. This method relies on a signal time-frequency distribution and employs a peak

detection and extraction technique. The local number of components is determined by
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extracting information from the TFD Short-term Rényi entropy.

In the paper [7], the authors propose an automatic and adaptable method to find and

separate useful information from time-frequency distributions. The technique uses the

K-means clustering algorithm to sort the data. Instead of straightforward thresholding,

it employs an algorithm that blindly separates useful data from background noise using

local Rényi entropy without any prior knowledge about the signal.

While the majority of the approaches and algorithms discussed throughout this chapter

primarily focus on the application of Blind Source Separation for disentangling multiple

signals originating from various sources, this thesis adopts a slightly different perspective.

Here, the focus of BSS is to separate the desired signals from a background of noise.

This approach is motivated by the fact that, in practical signal analysis scenarios, the

presence of unwanted noise can significantly impact the accuracy and reliability of signal

interpretation.

The developed method was applied to the analysis of the seismograms, which is a

problem tackled also by other approaches briefly summarized next.

5.2. Methods for seismology signal classification

Here, we first briefly explore seismology signal classification based on time-series data.

Also, we discuss entropy measures that can be utilized in classification procedures.

Next, we focus on a different approach: transforming signals into images (time-

frequency distributions) for classification purposes (image-style classification).

5.2.1. Seismology signal as a time-series

Seismology’s automated earthquake detection and selection problems date back to the

late 1970s[83]. Over the past few decades, significant advancements have been made in

seismological techniques for identifying and studying earthquake events described as a

time series. Some of these approaches involve constructing wave function models to repli-

cate the physical propagation of earthquake waves through the Earth’s lithosphere, en-

abling the examination of various patterns and characteristics[84]. Others have their roots

in signal processing and statistical methods. Notably, Short-Term Averaging/Long-Term
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Averaging (STA/LTA) has emerged as a widely adopted detection method in seismology,

particularly in applications such as weak-motion seismology, due to its practicality [85].

This method calculates the ratio of the average absolute amplitude between a short-term

window and a sliding long-term window applied to the seismic signal [86, 87].

In contrast to STA/LTA, the autocorrelation method has proven to be more effective

in detecting weak seismic signals, although it is computationally intensive [88]. The auto-

correlation approach operates by searching for target waveforms based on their similarity

without requiring a predefined waveform template. Another method, known as template

matching, strikes a balance between detection accuracy and computational efficiency. It

employs a custom detection threshold that adapts to the existing earthquake events and

statistical data for classification[89]. Template matching determines the correlation coeffi-

cient between the sample waveform and expert-selected templates using a “one-to-many”

strategy.

Machine learning based analyses of time-series seismological data require data labeled

in several classes, with supervised machine learning being used to predict or categorize

the class to which a new data set belongs.

Support Vector Machines (SVM) used to be one of the most popular methods in the

field of seismology for earthquake detection [90]. Through training on sample data, the

classic SVM algorithm identifies an optimal hyperplane that categorizes samples into two

classes, making SVM particularly well-suited for distinguishing earthquake events from

non-earthquake events.

In recent times, the advent of neural networks has brought a transformative shift

to the field of seismology classification. In 2015, experimental research was conducted

to evaluate the potential of advanced Artificial Neural Networks (ANN) and machine

learning in estimating earthquake magnitudes [91]. It demonstrated higher accuracy in

predicting artificial data as opposed to historical data. ANN was also applied in [92] with

a focus on the considerable data imbalance in datasets.

Recurrent neural networks (RNN), in particular Long Short-Term Memory (LSTM)

Networks, have become more popular recently in the field of earthquake prediction. LSTM

Networks for earthquake forecasting was first applied in 2018.[93]. The superior perfor-

mance of LSTM in earthquake trend analysis compared to Feedforward Neural Networks

(FFNN) was demonstrated in [94].
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Short-term earthquake magnitude prediction using LSTM was introduced in [95], em-

phasizing the challenging nature of training networks with “zero values” or instances of

zero occurrences.

Furthermore, LSTM networks were used to predict earthquake frequency from a spatio-

temporal perspective in [96]. Their approach involved the subdivision of an area of interest

into distinct sub-regions, referred to as the “decomposition method,” to facilitate the

exploration of spatio-temporal correlations across a broader geographical area.

Notably, deep neural networks have been used to analyze seismic time series for

tasks like denoising, enhancing event detection, and classifying data. A CNN called

ConvNetQuake was first introduced in [97], where authors formulated earthquake detec-

tion as a supervised classification problem. Improved versions have since been offered in

[98, 99, 100]. The ConvNetQuake had exceptional results in comparison to the state-of-

the-art at the time but has used the waveforms in the time domain.

However, in this thesis, we propose analyzing seismograms in the transformation do-

main (time-frequency domain) combined with information entropy rather than training

models just with time-series data. Next, we briefly summarize methods utilizing this

approach.

5.2.2. Seismology signal as an image

Time-frequency representation is frequently used in signal classification, either to ex-

tract features [101, 102, 103] or as an input for classifying images [104, 105, 106, 107, 108].

Recognizing seismic events within waveform time series bears a resemblance to object

recognition in 2D photographs. In this analogy, the three components of a 3-component

seismogram can be likened to the RGB color channels, effectively forming one image.

A similar concept applies when dealing with seismic signal TFDs, involving the extrac-

tion of TFDs for each component from the three-component seismograms to construct

three-channel images.

The potential of time-frequency representations for seismic data classification through

machine learning approaches was explored in a recent study [109]. This study involved

training three CNNs using nine different time-frequency distributions and comparing their

performance with a model trained on raw waveform data. While certain distributions re-
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sulted in performance below the baseline model, others exhibited marginal improvements.

Other research has investigated the application of CNN-RNN hybrid networks [110]

and TFDs [111] for earthquake classification, particularly on smaller datasets. A method

for analyzing GPS-derived seismic signals to determine the epicenter of far-field regional

earthquakes, employing TFDs and multilateration was introduced in [112]. A rapid re-

gional seismic damage assessment approach using CNN and leveraging TFD graphs of

ground motions as detailed visual representations for near-real-time damage prediction

has also recently been introduced[113].

In this thesis, we introduce the idea of upgrading time-frequency images of seismo-

grams with information entropy measures in order to get the information maps and then

utilize these for training machine-learning classifiers. The entropy measures, in addition

to their widespread utilization in signal classification, notably within the realm of medical

signal analysis [114, 115, 116], have found application across diverse fields for classifica-

tion purposes [117, 118, 119]. The majority of these methods primarily operate on the

time series data of a signal, while research regarding the utilization of entropy measures

derived from time-frequency distributions is limited.

Some studies have used CNNs with entropy features extracted from TFDs for computer-

aided diagnosis using EEG signals [120, 121]. In the field of medical science, more ex-

tensive research has been conducted on the utilization of entropy measures derived from

TFDs, particularly in the analysis of EEG signals [108, 122, 123, 124, 125].

Motivated by the various uses of TFDs in classification tasks and recognizing the po-

tential advantages of entropy measures, the following chapter outlines our new technique

reliant on entropy measures designed to separate signal from noise. We will also demon-

strate the efficiency of the proposed technique in the context of earthquake classification.
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6. Chapter

PROPOSED 2DLEMMETHOD FOR

SIGNAL SEPARATION

Contents
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6.2.2. Novel Dombi entropy . . . . . . . . . . . . . . . . . . . . . . . . 61

This chapter introduces a new method for separating signals from noise, along with a

customized entropy measure tailored for this method. Its procedure will be broken down

in steps by explaining the algorithms, and operators involved, as well as how the entropy

measure was adapted to fit the proposed approach.
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6.1. Methodology

The proposed method called the 2D Local Entropy Method (2DLEM), aims to extract

valuable information content from noisy signals. It’s based on the premise that a two-

dimensional entropy map, described in section 6.1.4, could provide an additional and more

effective basis for precisely separating useful content from noise in the time-frequency

domain than the traditional methods utilizing only TFDs. The method combines several

steps, which will be explained in detail in the following sections. The overview of the

entire method can be found in Figure 6.11.

6.1.1. First step: signal decomposition into TFD

The initial step in the proposed method involves generating the TFD from the signal’s

time series. As discussed in Chapter 2., five distributions were employed: spectrogram,

SPWVD, CWD, ZAMD, and RIDB. These distributions were carefully chosen after ex-

tensive testing, considering the distinct results. For the evaluation, three synthetic signals

were created. The first signal (A), in Figure 6.1, comprised three distinct components

with a linear frequency modulation between -690 and 460; the second (B), in Figure 6.2,

was a multi-component signal with a single point of overlap between components with a

linear frequency modulation between -75 and 75; and the third (C), in Figure 6.3, was

a multi-component signal with three points of overlap between components with a linear

frequency modulation between -60 and 60 and another component had a parabolic fre-

quency modulation between -100 and 100. To assess the method’s effectiveness, noise was

manually added to the original clean signals, with varying SNRs: -3, 0, and 5. For a com-

prehensive analysis, stochastic noise was generated 100 times, and the results obtained

were averaged.

6.1.2. Second step: entropy calculation

The main part of the method is obtaining the information entropy map from a signal

TFD. Originally, three entropy measures were selected: Shannon, Rényi, and Tsallis.

For every point in the distribution, local, adaptive windowed entropy is calculated, this

process will be explained in the next section. The adaptive part of the method refers to
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(a) Spectrogram (b) SPWVD

(c) CWD

(d) ZAMD (e) RIDB

Figure 6.1: TFDs for signal A

the varying, data-driven size of the window. Selecting proper window sizes has a great

impact on the method results. Figures 6.4, 6.5 and6.6 show the resulting entropy map for

signals A, B and C with three different fixed window sizes (window size is equal for each

point in the distribution).

In the method, for every point in the distribution, local windowed entropy was orig-

inally calculated for window sizes ranging from 2 × 2 to signalsize
10

× signalsize
10

. Extensive

experiments show no need for windows larger than 15 × 15. Depending on the window

size, the entropy changes. This change is visible in one example for signal C for all three

entropies in Figure 6.7.

Experiments show that the optimal results are achieved when selecting a window size

corresponding to the point where the entropy values exhibit a sharp increase or there
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(a) Spectrogram (b) SPWVD

(c) CWD (d) ZAMD

(e) RIDB

Figure 6.2: TFDs for signal B

is an inflection point, indicating that the noise has effectively been encapsulated by the

window. As illustrated in Figure 6.7, in the example provided, a window size of 13 is

selected for all entropies for this example(Signal C with SNR = 0).

6.1.3. Third step: RICI

To get the proper window size, where the sharp increase or an inflection point in

entropy values occurs as the window size increases, the relative intersection of confidence

intervals(RICI) [126] algorithm was utilized. The original purpose of the algorithm was

for signal denoising; however, it was applied here for a different objective described in the

sequel.

After obtaining the TFD of the signal, local entropy(H∆
(t,f)) is computed at each point



49 Ana Vranković Lacković - Doctoral Dissertation

(a) Spectrogram (b) SPWVD

(c) CWD (d) ZAMD

(e) RIDB

Figure 6.3: TFDs for signal C

of the distribution. This computation is performed over square windows, with sizes span-

ning from two to one-tenth of the signal’s size as ∆ = ∆2,∆3, ...,∆n where ∆2 = 2 × 2

and ∆n = signalsize
10

× signalsize
10

. The RICI algorithm takes the entropy values H∆
(t,f) for

each window size as input and selects the window size, tracking the changes in entropy.

Specifically, it identifies the window size corresponding to the first slope of the entropy

curve, signifying a significant shift in entropy behaviour. In this context, this shift means

the point at which noise begins to impact the entropy measure significantly.

For every point(t,f) in TFD, entropy HRICI
(t,f) is calculated as

HRICI
(t,f) = RICI(H∆

(t,f)) (6.1)
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(a) Fixed window = 4 (b) Fixed window = 14

(c) Fixed window = 24

Figure 6.4: Example of entropy map with different fixed window sizes for signal A

(a) Fixed window = 4 (b) Fixed window = 14

(c) Fixed window = 24

Figure 6.5: Example of entropy map with different fixed window sizes for signal B

where

H∆
(t,f) = {H∆2

(t,f), H
∆3

(t,f), ..., H
∆n

(t,f)} (6.2)

The algorithm generates results by examining the existence of an overlap between the
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(a) Fixed window = 4 (b) Fixed window = 14

(c) Fixed window = 24

Figure 6.6: Example of entropy map with different fixed window sizes for signal C

Figure 6.7: Entropy values in one point of TFD for different window sizes

confidence intervals of signal entropy for specific window sizes.

For each window entropy calculation, a sequence of confidence intervals is calculated
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with the lower and upper limit

D(n,∆) = [L(n,∆), U(n,∆)] (6.3)

where

L(n,∆) = H(n,∆)− Γ · σ(n,∆)

U(n,∆) = H(n,∆) + Γ · σ(n,∆)
(6.4)

where Γ is the threshold parameter of the confidence intervals.

The RICI rule introduces additional tracking of the amount of overlapping of confi-

dence intervals, defined as

O(n,∆) = U(n,∆)− L(n,∆), (6.5)

∆ = 1, 2, · · · , L. In order to obtain the value belonging to the finite interval [0, 1],

O(n,∆) was divided by the size of the confidence interval D(n,∆) resulting in R(n,∆)

defined as

R(n,∆) =
U(n,∆)− L(n,∆)

U(n,∆)− L(n,∆)
. (6.6)

The optimal window width selection by the RICI rule can also be expressed as

R(n,∆) ≥ Rc, (6.7)

where Rc is a chosen threshold [126, 127, 128]). The window width ∆+ obtained by

the RICI rule is defined as

∆+ = max {∆ : R(n,∆) ≥ Rc} (6.8)

In Figure 6.8, the number of occurrences of different window sizes is portrayed. We
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Figure 6.8: Number of occurrences in one example of each window size

can see that for this example, window size 11 is the most common, while there are no

occurrences of window sizes less than 6 or greater than 15.

When optimal entropy size is defined for each point in the TFD, the result is the

entropy map M(t, f).

6.1.4. Fourth step: entropy maps to masks utilizing RICI

When local entropy is calculated for each point in the TFD, the entropy map, as shown

in Figure 6.9a, is obtained. The next step is to obtain an entropy mask. The entropy

mask is the representation of an entropy map by using zeros and ones. Ones represent

points where the signal is present, and zero is a point where there is no signal presence,

as demonstrated in Figure 6.12b.

For this process, the RICI algorithm is once again used but with different inputs.

Firstly, different thresholds are defined as

τ = 0.01×max(M), 0.02×max(M), ..., 0.99×max(M) (6.9)

For each τ , the signal energy, E(M(t, f, τ), when an entropy map threshold is imposed, is

calculated. This energy metric represents the map’s energy under the selected threshold
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(a) Entropy map (b) Entropy mask

Figure 6.9: Entropy map and mask of an example signals TFD

Figure 6.10: Energy calculations for different thresholds

τ . The RICI algorithm takes the energy calculations for the thresholds as input

τ+ = RICI{E(M(t, f, τ)} (6.10)

In Figure 6.10, we can see how signal energy changes by changing the threshold.

The output of the RICI algorithm is then the selected threshold for the obtaining of

the entropy mask

χ = M(t, f, τ+) (6.11)

The implementation of the 2DLEM method was executed in the Python program-

ming language. Concurrently, other components integral to the process, specifically the
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calculation TFD and the RICI method, were utilized from their original Matlab imple-

mentations.

6.1.5. Performance metrics

When comparing the ideal extraction of signal components from noise and the extrac-

tion obtained by the 2DLEM, the resulting error indicates the discrepancy between the

non-zero elements in the subtraction of the mask of the noise-free signal and the mask

obtained by the method. A correct extraction results in an error map with all zeros, where

1 represents a false negative, and -1 represents a false positive. Two metrics were used

to evaluate the performance of the method. The first is accuracy, which is calculated as

the difference between a given and correct results. In this context, points that correctly

classify signal and noise are represented by 0 elements in the subtraction mask and con-

tribute to the calculation of True Positives (TP) + True Negatives (TN) in the metric.

True Positives (TP) represent correctly classified signal points, while True Negatives (TN)

represent accurately classified points where the signal component is not present. False

negatives (FN) correspond to points where the signal is present but are incorrectly clas-

sified as noise by the method’s mask, indicated by a value of 1 in the subtraction matrix.

False positives (FP) are points where the noise has been incorrectly classified as a signal

and are defined by a value of -1 in the subtraction matrix. The accuracy is calculated as

follows

Accuracy =
TP + TN

TP + TN + FP + FN
(6.12)

As can be seen from the above equation, the accuracy may not be ideal for unbalanced

data sets, especially if the useful signal is only a fraction of the entire set. In mask

extraction, where the relevant signal occupies a smaller part of the signal TFD, the F1

score provides additional information about the method’s performance. The F1 score

takes into account both precision and recall and represents a harmonic mean between

these two aspects

F1 = 2× precision× recall

precision+ recall
(6.13)

where

precision =
TP

TP + FP
(6.14)
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and

recall =
TP

TP + FN
(6.15)

Accuracy and F1 scores commonly serve as metrics in machine learning to assess the

performance of classification models. In this instance, they have been employed to evaluate

how well the obtained mask aligns with the provided noise-free signal. These metrics find

application in various studies related to image [129, 130] and signal processing [131],

including research on EEG signals[132, 133].

In the results section when comparing machine learning classification models, accuracy

and F1 score are also used but as a metric for comparing labels and obtained binary

classification.

In addition to accuracy and the F1 score, the area under the receiver operating char-

acteristic (AUROC) curve and the Matthews correlation coefficient (MCC) were used as

performance indicators for classificatio results.

The AUROC is a metric for binary classification tasks that evaluates a model’s ability

to discriminate between classes. It quantifies the trade-off between a true-positive rate

(sensitivity) and a false-positive rate (specificity) at different thresholds. Since the prob-

ability distributions for true positives and false positives are known, the ROC curve is

obtained as a cumulative distribution function. The AUROC values range from 0 to 1,

with higher values indicating better performance of the model in discriminating between

positive and negative classes. A value of 0.5 indicates random classification, while a value

closer to 1 indicates better discriminatory ability.

The Matthews correlation coefficient (MCC) is a commonly used metric in binary

classification that takes into account TP, TN, FP and FN to evaluate the performance of

the model. It is beneficial for unbalanced datasets as it balances the accuracy regardless

of the class distribution. MCC values range from -1 to 1, where 1 stands for a perfect

prediction, 0 for a random prediction and -1 for a complete mismatch between predictions

and actual labels. A higher MCC value represents better overall performance on binary

classification tasks. It is defined as:

MCC =
TP × TN − FP × FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(6.16)
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A part of the results analysis are also statistical tests.

6.2. Novel entropy for the 2DLEM method

Classical entropies were first utilized within the method for entropy map calculation.

However, here is presented a new family of Dombi operators that were adapted for the

entropy measure fitting to the proposed method.

Shannon and Rényi entropies can be characterized through arithmetic and geometric

means. Sharma and Mittal pioneered the investigation of averaging and nonadditivity

in this context, as noted in their work [41]. More recently, similar research has been

conducted by other researchers[134].

The generalized arithmetic mean is defined as

A(α) (x,w) =

(
n∑

i=1

wix
α
i

) 1
α

. (6.17)

where wi ≥ 0 and
∑n

i=1wi = 1.

The generalized or power geometric mean is defined as

G (x,w) =
n∏

i=1

xwi
i . (6.18)

A link between the generalized arithmetic mean and the generalized geometric mean

has been explored in [135]:

lim
α→0

A(α) (x,w) = G (x,w) . (6.19)

To make a connection to entropy, firstly, we can say that the value xi and the weight

wi are equal, for xi = wi = pi, we can write the two mean operators in the following way:

G (p,p) =
n∏

i=1

ppii , (6.20)

A(α) (p,p) =

(
n∑

i=1

pip
α
i

) 1
α

=

(
n∑

i=1

pα+1
i

) 1
α

. (6.21)
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Secondly, we will perform a parameter transformation, where the parameter β is de-

fined as α+1. Notably, α takes on positive values, implying that β is consistently greater

than 1.

By utilizing this transformation function, we can now establish a connection between

mean operators and entropy measures. Specifically, Shannon and Rényi entropies serve

as monotonic transformations of G (p,p) and Aα (p,p) when F (x) = k ln (x) represents

a monotone transformation function.

Transformation F (x) with the geometric mean gives Shannon entropy

HS (p) = F (G (p,p)) = k ln

(
n∏

i=1

ppii

)
= k

n∑
i=1

piln (pi) . (6.22)

If we use the arithmetic mean, where k = −ln
(
1
n

)
, we obtain the Rényi entropy

H
(α)
R (p) = F (Aα (p,p)) = k

1

β − 1
ln

(
n∑

i=1

pβi

)
. (6.23)

Namely, with the transformation of the geometric power mean, we obtain the Shannon

entropy, while with the transformation of the generalized arithmetic mean, we obtain the

Rényi entropy.

From the mean operators, we can generate the entropy measures, while the mean

operators can be generated by a generator function. With different composite equations,

we can obtain different operators. While this holds true in the case of the classical Shannon

and Rényi entropy, it is also possible to apply it to fuzzy theory.

Generalized mean can be defined as [136]

F (x) = f−1

(
n∑

i=1

wif (xi)

)
,

n∑
i=1

wi = 1, (6.24)

if we define wi = xi, we obtain the entropy function

F (x) = f−1

(
n∑

i=1

xif (xi)

)
, xi = [0, 1], (6.25)

where f is the generator function of the entropy, and it is a strictly monotonic and concave

or convex function on [0, 1]. This generator function of the entropy is normally used in
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fuzzy theory as a generator function of the operator [36].

A strict monotonously increasing operator in fuzzy theory then has the form

a (w,x) = f−1

(
n∑

i=1

wif (xi)

)
, (6.26)

where f is the generator function f = [0, 1] → [0,∞], 1 ≥ wi ≥ 0. If wi = 1 for all i, then

the operator is associative, while for
∑

wi = 1, the operator is bisymmetric.

It becomes evident that each logical system produced by the function f possesses

its distinct entropy measure. For example, when f(x) = − ln(x), it results in the

Shannon entropy (where − ln(x) serves as a generalization of the probabilistic operator

C(x1, . . . , xn) =
∏n

i=1 xi). In the realm of fuzzy logic theory, various operators are usable,

including min-max, Hamacher, Einstein, product, Frank, Lukasiewicz, Azcel-Asina, and

Dombi. In the next section, we will focus on the Dombi operator family [137].

6.2.1. Dombi operators

The generalized Dombi operator typically involves two parameters. However, for con-

junctive or disjunctive operators, just one parameter is sufficient.

Using the Dombi operator represented by f(x) =
(
1−x
x

)α
, we derive an entropy measure

Hd (x) =
1

1 +
(∑n

i=1 xi

(
1−xi

xi

)α) 1
α

. (6.27)

This measure is obtained from the associativity equation solution when we define

f(x) =
(
1−x
x

)α
c (x, y) =

1

1 +
((

1−x
x

)α
+
(

1−y
y

)α) 1
α

. (6.28)

We can replace the Dombi operator with its generalized form f (x) = ln
(
1 + β

(
1−xi

xi

)α)
,

we then obtain the following measure:

D (x) =
1

1 +
(

1
β

(∑n
i=1 xiln

(
1 + β

(
1−xi

xi

)α)
− 1
)) 1

α

. (6.29)

If xi is used as weight, and if we apply the generalized means, we obtain an entropy
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measure

HD (x) =
1

1 +
(

1
β

(∏n
i=1

(
1 + β

(
1−xi

xi

)α)xi

− 1
)) 1

α

. (6.30)

6.2.2. Novel Dombi entropy

This section will describe the behaviour of the Dombi entropy measure when compared

to the classical Shannon entropy.

Figure 6.12 shows the behaviour of the entropy for different α and β values.

(a) Entropy measure values for α = 1, and
β = 1, β = 0.8, β = 0.6, β = 0.4

(b) Entropy measure values for β = 0.9, and
α = 1, α = 2, α = 3, α = 4

Figure 6.12: Dombi entropy measure for different α and β values for n = 2

The Shannon entropy function for n = 2 can be written in the form

HS(x) = −(x log2(x) + (1− x) log2(1− x)) (6.31)

the approximation of the Dombi entropy measure is

H
(α)
D (x) =

1

1 +
(

1
2

((
1−x
x

)α
+
(
1−x
x

)−α
)) 1

α

, α ≥ 1 (6.32)

If α = 1,

H
(1)
D (x) = 4x(1− x). (6.33)

We can see that

max|H(x)−H
(1)
D (x) | ≤ 0.15. (6.34)
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When α∗ = 6
π2 ,

max|H(x)−H
(α∗)
D (x) | ≤ 0.025. (6.35)

Figure 6.13 shows the differences between the Shannon entropy and the Dombi entropy

measure.

(a) Values of Dombi entropy measure and the
Shannon entropy for α = 1 and β = 1

(b) Difference between values of Dombi en-
tropy measure and the Shannon entropy for
α = 6

π2 , and β = 1

Figure 6.13: Comparison of the Dombi entropy measure and the Shannon entropy

To determine correct α and β values for using the Dombi entropy in the proposed

method, we tested several parameter values by referencing Figure 6.12. To gain larger

differences in entropy value between similar values, we selected α value of 2 and β value

of 0.5 in our tests.

The next section presents the results of the adaptive, data-driven procedure for sepa-

rating signal components from noise in the time-frequency domain utilizing novel Dombi

entropy.
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This section presents the results of applying the 2DLEM method to extract signal

components from noise. For illustration, the extraction is first performed on three different

synthetic signals described in section 6.1.1. with different SNR values and different TFDs

(with different entropy measures being used).
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7.1. 2DLEM applied to synthetic data

7.1.1. Dataset - synthetic signals

As outlined in Section 6.1.1, the initial experiment involved three synthetic signals

augmented with varied levels of artificially introduced noise across different signal-to-

noise ratios (SNRs).

Each signal underwent analysis across three distinct SNR levels, evaluating five dif-

ferent TFDs. The resulting TFDs for Signal A at SNR = -3 are depicted in Figure 7.1,

while SNR = 0 and SNR = 5 are illustrated in Figures 7.2 and 7.3, respectively.

(a) Spectrogram (b) SPWVD

(c) CWD (d) ZAMD

(e) RIDB

Figure 7.1: Noisy TFDs of the signal A with SNR = -3

Furthermore, Figure 7.4 exhibits the TFDs for Signal B at SNR = -3, with the repre-

sentations for SNR = 0 and SNR = 5 displayed in Figures 7.5 and 7.6, correspondingly.
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(a) Spectrogram (b) SPWV

(c) CWD (d) ZAMD

(e) RIDB

Figure 7.2: Noisy TFDs of the signal A with SNR = 0

Lastly, Figure 7.7 portrays the TFDs for Signal C at SNR = -3, followed by the

depictions for SNR = 0 in Figure 7.8 and SNR = 5 in Figure 7.9.
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(a) Spectrogram (b) SPWV

(c) CWD (d) ZAMD

(e) RIDB

Figure 7.3: Noisy TFDs of the signal A with SNR = 5
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(a) Spectrogram (b) SPWVD

(c) CWD (d) ZAMD

(e) RIDB

Figure 7.4: Noisy TFDs of the signal B with SNR = -3
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(a) Spectrogram (b) SPWV

(c) CWD (d) ZAMD

(e) RIDB

Figure 7.5: Noisy TFDs of the signal B with SNR = 0
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(a) Spectrogram (b) SPWV

(c) CWD (d) ZAMD

(e) RIDB

Figure 7.6: Noisy TFDs of the signal B with SNR = 5
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(a) Spectrogram (b) SPWVD

(c) CWD (d) ZAMD

(e) RIDB

Figure 7.7: Noisy TFDs of the signal C with SNR = -3
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(a) Spectrogram (b) SPWV

(c) CWD (d) ZAMD

(e) RIDB

Figure 7.8: Noisy TFDs of the signal C with SNR = 0
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(a) Spectrogram (b) SPWV

(c) CWD (d) ZAMD

(e) RIDB

Figure 7.9: Noisy TFDs of the signal C with SNR = 5
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Signals shown in Figures 7.1, 7.2, 7.3, 7.4, 7.5, 7.6, 7.7, 7.8 and7.9 were used as input

to the proposed method with different entropy measures and the results are described

in subsections 7.1.2, 7.1.3, 7.1.4 and 7.1.5. In section 7.1.6 comparison of the obtained

results is given.

7.1.2. 2DLEM with Shannon entropy

Initially, Shannon entropy will be used in combination with a variety of signals, TFDs,

and SNRs. Table 7.1 shows the classification results obtained with the Shannon entropy

for signal A under different SNR and different time-frequency representations. Metrics

include the accuracy and F1 score for each combination of SNR and time-frequency rep-

resentation, illustrating the performance of the method. The highest values for accuracy

and F1 score in each SNR category are shown in bold.

For high noise (SNR=-3), the ZAMD had the highest accuracy value of 97.3%, while

the spectrogram had the highest F1 score at 98.7%. As the noise decreased (SNR=0),

RIDB outperformed the other distributions, achieving the highest accuracy of 99.4% and

an F1 score of 88.9%. In the least noisy scenario (SNR=5), RIDB still had the highest

values with an accuracy of 99.8% and an F1 score of 96.1%.

A visual representation of both the entropy map and the entropy mask for each dis-

tribution can be found in Figure7.10.

Signal A SNR=-3, Shannon entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.973 0.971 0.968 0.987 0.972
F1 Score 0.828 0.779 0.767 0.827 0.809

SNR=0, Shannon entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.976 0.985 0.984 0.991 0.994
F1 Score 0.856 0.820 0.808 0.874 0.889

SNR=5, Shannon entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.987 0.997 0.997 0.997 0.998
F1 Score 0.927 0.938 0.954 0.937 0.961

Table 7.1: Results obtained with Shannon entropy from signal A

The results for signal B are detailed in Table 7.2 and shown in Figure 7.11. The

spectrogram showed remarkable consistency and secured the highest accuracy and F1
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Figure 7.10: Entropy maps and masks showing signal components for different TFDs
for Shannon entropy and SNR = -3 in case of signal A
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values across different SNRs, except for SNR = 0, where CWD had a slightly higher F1

value of 85.3%. Its robust performance at different noise levels underlines the reliability of

the spectrogram for Signal B. A parallel trend can be observed in the results for signal C,

Signal B SNR=-3, Shannon entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.938 0.937 0.919 0.925 0.928
F1 Score 0.795 0.775 0.785 0.673 0.721

SNR=0, Shannon entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.963 0.963 0.953 0.943 0.938
F1 Score 0.831 0.848 0.853 0.738 0.794

SNR=5, Shannon entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.979 0.959 0.966 0.948 0.963
F1 Score 0.946 0.871 0.922 0.813 0.883

Table 7.2: Results obtained with Shannon entropy from signal B

which are shown in Table 7.3 and Figure 7.12. The spectrogram outperformed the other

distributions in both accuracy and F1 results, except for accuracy in the highest noise

scenario, where SPWV outperformed with 96.6%. An Analysis of variance(ANOVA) was

Signal C SNR=-3, Shannon entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.946 0.966 0.952 0.921 0.941
F1 Score 0.783 0.742 0.750 0.625 0.711

SNR=0, Shannon entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.952 0.942 0.939 0.924 0.950
F1 Score 0.863 0.754 0.792 0.674 0.771

SNR=5, Shannon entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.976 0.959 0.967 0.929 0.964
F1 Score 0.918 0.830 0.896 0.739 0.861

Table 7.3: Results obtained with Shannon entropy from signal C

performed to determine whether there was a statistically significant difference between

the different TFDs. Prior to this, the Shapiro test(p > 0.05) was performed to ensure the

normality of the results obtained. The p-value obtained in the ANOVA analysis was lower

than 0.05, so the conclusion was that there was at least one significant difference between

the TFDs. From the ANOVA analysis, we know that the differences are statistically
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Figure 7.11: Entropy maps and masks showing signal components for different TFDs
for Shannon entropy and SNR = -3 in case of signal B
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Figure 7.12: Entropy maps and masks showing signal components for different TFDs
for Shannon entropy and SNR = -3 in case of signal C
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significant, but it does not tell us which TFDs are significantly different from each other.

To identify the pairs with significantly different TFDs, multiple pairwise comparison (post

hoc comparison) analysis was performed for all pairs using Tukey’s honestly significant

difference (HSD) test. Tukey’s honestly significant difference test performs a pairwise

comparison of means for a set of samples. While ANOVA tests whether the true means

underlying each sample are identical, Tukey’s HSD is a post-hoc test used to compare the

mean of each sample with the mean of every other sample. The p-value of the pairwise

comparison is shown in Table 7.4 for signal A in the case of SNR=-3. The null hypothesis

is that each group has the same mean value. The p-value for the comparisons between

most TFDs does not exceed 0.05, so the null hypothesis that they have the same mean is

rejected. The p-value of the comparison between SPWV and RIDB exceeds 0.05, so we

accept the null hypothesis that there is no significant difference between their means.

Tukey’s HSD test SigA (SNR=-3)
p-value Spec SPWV CW ZAM RIDB
Spec / < .001 < .001 < .001 < .001
SPWV < .001 / .01 < .001 .812
CW < .001 .01 / < .001 .050
ZAM < .001 < .001 < .001 / < .001
RIDB < .001 .812 .050 < .001 /

Table 7.4: Results of pair-wise comparison between different TFDs for signal A when
SNR=-3

The p-value of the pairwise comparison is shown in table 7.5 for signal A in the case

of SNR=0, and table 7.6 for SNR=5. In the case of SNR=0, there was only no difference

between PSWVD and CWD, with a p-value of 0.149.

Tukey’s HSD test SigA (SNR=0)
p-value Spec SPWV CW ZAM RIDB
Spec / < .001 < .001 < .001 < .001
SPWV < .001 / .149 < .001 < .001
CW < .001 .149 / < .001 < .001
ZAM < .001 < .001 < .001 / < .001
RIDB < .001 < .001 < .001 < .001 /

Table 7.5: Results of pair-wise comparison between different TFDs for signal A when
SNR=0

For SNR=5, results were different; there was only a statistically significant difference
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between the spectrogram and all the other distributions.

Tukey’s HSD test SigA (SNR=5)
p-value Spec SPWV CW ZAM RIDB
Spec / < .001 < .001 < .001 < .001
SPWV < .001 / .977 .816 .328
CW < .001 .977 / .988 .694
ZAM < .001 .816 .988 / .930
RIDB < .001 .328 .694 .930 /

Table 7.6: Results of pair-wise comparison between different TFDs for signal A when
SNR=5

For signal B, there was no difference between CW and RIDB (p-value = .670) and

between RIDB and ZAM (p-value= .249) when SNR = -3. For SNR = 0, there was a

difference between all TFDs except spectrogram and SPWVD(p-value = .552), and for

SNR=5 there was a difference between all tested distributions.

For signal C, there was a significant difference in SNR for all TFDs tested.

7.1.3. 2DLEM with Rényi entropy

For the same synthetic signals with different TFDs and different SNRs, the 2DLEM

method was used again, but in combination with Rényi entropy instead of Shannon en-

tropy.

Table 7.7 gives an overview of the results for the first signal, Signal A, while a visual

example can be found in Figure 7.13. The results showed considerable variability. In

contrast to the dominance of RIDB in the Shannon entropy case, SPWVD provided the

highest values for SNR = -3, ZAMD outperformed the others for SNR = 0, and RIDB

outperformed for SNR = 5.

An interesting and important observation is that Rényi entropy consistently outper-

formed the results obtained with Shannon entropy in all scenarios. For signal B in Table

7.8, the results are again different, but with a marginal difference between the spectro-

gram and the distribution with the highest metrics. In the case of SNR = -3, this is

SPWVD, and in the case of the F1 score when SNR = 5, the distribution is CWD. For

SNR = 0, the spectrogram has both the highest accuracy and the highest F1 score. An

example can be seen in Figure 7.14.
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Figure 7.13: Entropy maps and masks for different TFDs for Rényi entropy and SNR
= -3 in case of signal A
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Figure 7.14: Entropy maps and masks for different TFDs for Rényi entropy and SNR
= -3 in case of signal B
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Signal A SNR=-3, Rényi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.980 0.989 0.981 0.989 0.975
F1 Score 0.826 0.890 0.850 0.857 0.761

SNR=0, Rényi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.971 0.992 0.980 0.997 0.996
F1 Score 0.863 0.910 0.837 0.942 0.927

SNR=5, Rényi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.990 0.997 0.996 0.998 0.998
F1 Score 0.923 0.931 0.937 0.953 0.964

Table 7.7: Results obtained with Rényi entropy from signal A

Signal B SNR=-3, Rényi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.938 0.940 0.926 0.912 0.927
F1 Score 0.785 0.786 0.756 0.686 0.687

SNR=0, Rényi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.956 0.953 0.938 0.912 0.928
F1 Score 0.879 0.850 0.845 0.762 0.747

SNR=5, Rényi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.976 0.972 0.967 0.933 0.956
F1 Score 0.895 0.894 0.906 0.817 0.861

Table 7.8: Results obtained with Rényi entropy from signal B

Table 7.9 describes the results for signal C. An example can be seen in Figure 7.15.

The spectrogram performs significantly better than the other distributions, regardless of

the SNR. The results in this case differ slightly from those obtained with Shannon entropy.

ANOVA was also performed in the case of Rényi entropy. The test showed that there

was a significant difference in all cases.

7.1.4. 2DLEM with Tsallis entropy

Finally, the Tsallis entropy was used as part of the 2DLEM method for comparison

with other classical entropy measures, Shannon’s and Rényi’s.

The results for the first signal are shown in the table 7.10. A visual illustration can be

found in Figure 7.16. For SNR = -3, ZAMD had the highest values for both metrics, 99.4%
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Figure 7.15: Entropy maps and masks for different TFDs for Rényi entropy and SNR
= -3 in case of signal C
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Signal C SNR=-3, Rényi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.944 0.931 0.917 0.888 0.937
F1 Score 0.783 0.725 0.738 0.612 0.673

SNR=0, Rényi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.953 0.921 0.937 0.903 0.934
F1 Score 0.866 0.753 0.780 0.678 0.729

SNR=5, Rényi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.969 0.928 0.950 0.904 0.935
F1 Score 0.919 0.803 0.859 0.726 0.815

Table 7.9: Results obtained with Rényi entropy from signal C

accuracy and 89.9% F1 score. ZAMD for SNR = 0 also had the highest accuracy (99.7%),

but SPWVD had the highest F1 score (94.3%). For SNR = 5, SPWVD outperformed

the other distributions with an accuracy of 99.9% and an F1 score of 96.6%. Results

Signal A SNR=-3, Tsallis entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.967 0.988 0.972 0.994 0.985
F1 Score 0.815 0.882 0.837 0.899 0.810

SNR=0, Tsallis entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.973 0.995 0.975 0.997 0.988
F1 Score 0.844 0.943 0.830 0.938 0.828

SNR=5, Tsallis entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.990 0.999 0.987 0.996 0.995
F1 Score 0.921 0.966 0.830 0.949 0.938

Table 7.10: Results obtained with Tsallis entropy from signal A

for signal B are given in table 7.11 with a visual example in Figure 7.17. Results are

once again diverse, but in most cases, the spectrogram has the highest score (in 4 out of

6). Results in all cases are lower than in the case of both Shannon and Rényi’s entropy

measure.

For signal C (Table 7.12 and Figure 20) the Spectrogram again clearly outperforms

all the other distributions regardless of SNR value with great difference in metrics.

Statistical tests were also performed in the case of Tsallis entropy. The test showed

that there was a significant difference in all cases (p < .001).
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Figure 7.16: Entropy maps and masks for different TFDs for Tsallis entropy and SNR
= -3 in case of signal A
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Figure 7.17: Entropy maps and masks for different TFDs for Tsallis entropy and SNR
= -3 in case of signal B



87 Ana Vranković Lacković - Doctoral Dissertation

Figure 7.18: Entropy maps and masks for different TFDs for Tsallis entropy and SNR
= -3 in case of signal C
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Signal B SNR=-3, Tsallis entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.940 0.944 0.930 0.920 0.921
F1 Score 0.788 0.770 0.790 0.676 0.743

SNR=0, Tsallis entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.963 0.953 0.952 0.923 0.936
F1 Score 0.859 0.833 0.862 0.813 0.742

SNR=5, Tsallis entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.979 0.972 0.973 0.956 0.963
F1 Score 0.929 0.896 0.925 0.815 0.895

Table 7.11: Results obtained with Tsallis entropy from signal B

Signal C SNR=-3, Tsallis entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.946 0.910 0.933 0.905 0.923
F1 Score 0.770 0.676 0.760 0.612 0.713

SNR=0, Tsallis entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.961 0.940 0.932 0.901 0.932
F1 Score 0.841 0.743 0.811 0.656 0.777

SNR=5, Tsallis entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.970 0.934 0.945 0.897 0.911
F1 Score 0.900 0.782 0.863 0.713 0.804

Table 7.12: Results obtained with Tsallis entropy from signal C

7.1.5. 2DLEM with Dombi entropy

After combining the 2DLEM method with various TFDs and classical entropy mea-

sures, it was combined with the newly proposed Dombi entropy measure. The parameters

for the Dombi entropy were selected empirically based on tests of different values and

optimized based on the results. The results for α = 2 and β = 0.5 are presented here.

Table 7.13 shows the performance metrics obtained with the Dombi entropy for signal A

at different SNRs (-3, 0 and 5) and different TFDs. The accuracy and F1 score metrics

are shown for each combination of SNR and TFD. The highest accuracy and F1 scores

were achieved with the ZAMD for all SNRs tested. A visual example for SNR = -3 is

shown in Figure 7.19.

Table 7.14 showcases the performance metrics on signal B using Dombi entropy. A
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Figure 7.19: Entropy maps and masks for different TFDs for Dombi entropy and SNR
= -3 in case of signal A
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Signal A SNR =-3, Dombi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.972 0.991 0.987 0.995 0.981
F1 Score 0.860 0.901 0.866 0.908 0.786

SNR=0, Dombi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.978 0.994 0.992 0.997 0.996
F1 Score 0.881 0.933 0.913 0.937 0.933

SNR=5, Dombi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.988 0.999 0.997 0.999 0.997
F1 Score 0.922 0.957 0.958 0.973 0.955

Table 7.13: Results obtained with Dombi entropy from signal A

visual example for SNR = -3 can be seen in Figure 7.20. For SNR = -3, the highest

accuracy score (0.945) was achieved using SPWVD, while the highest F1 score (0.812)

was attained with the spectrogram. For SNR = 0, the highest accuracy (0.960) and F1

score (0.883) were obtained using the spectrogram. For SNR = 5, the highest accuracy

(0.976) and the highest F1 score (0.934) was also achieved with the spectrogram.

Signal B SNR=-3, Dombi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.933 0.945 0.925 0.903 0.922
F1 Score 0.812 0.749 0.786 0.666 0.743

SNR=0, Dombi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.960 0.958 0.951 0.905 0.936
F1 Score 0.883 0.811 0.847 0.734 0.815

SNR=5,Dombi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.976 0.967 0.965 0.954 0.964
F1 Score 0.934 0.854 0.911 0.809 0.896

Table 7.14: Results obtained with Dombi entropy from signal B

Results for signal C are presented in Table 7.15. A visual example for SNR = -3 can

be seen in Figure 7.21. For SNR = -3, the highest accuracy (0.965) was achieved using the

SPWVD, whereas the highest F1 score (0.782) was obtained with the spectrogram. For

SNR = 0, the SPWVD obtained the highest accuracy (0.977), while the highest F1 score

(0.855) was again attained with the spectrogram. For SNR = 5, the highest accuracy

(0.976) and the highest F1 score (0.923) were obtained with the spectrogram.
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Figure 7.20: Entropy maps and masks for different TFDs for Dombi entropy and SNR
= -3 in case of signal B
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Figure 7.21: Entropy maps and masks for different TFDs for Dombi entropy and SNR
= -3 in case of signal C
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Signal C SNR=-3, Dombi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.946 0.965 0.935 0.898 0.935
F1 Score 0.782 0.740 0.756 0.621 0.706

SNR=0, Dombi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.958 0.977 0.947 0.879 0.950
F1 Score 0.855 0.783 0.831 0.633 0.785

SNR=5, Dombi entropy
Spectrogram SPWVD CWD ZAMD RIDB

Accuracy 0.976 0.972 0.955 0.902 0.956
F1 Score 0.923 0.812 0.860 0.648 0.828

Table 7.15: Results obtained with Dombi entropy from signal C

7.1.6. Comparison of 2DLEM with different entropy measures

on synthetic data

At first glance, it can be seen that the results of the 2DLEM method were obtained

with different entropy measures, which influenced the results. To determine whether the

difference is statistically significant, another ANOVA with post-hoc tests was performed.

For Signal A, the tests showed no statistically significant difference between Rényi

and Tsali’s entropy in the case of spectrogram at SNR=0 and SNR=5. There was also no

statistically significant difference between Rényi and Shannon for SNR=5. For the ZAM

distribution, there were no statistically significant differences between Rényi and Tsali’s

entropy for SNR=0. For RIDB, there were no statistically significant differences between

Shannon and Tsallis for both SNR=0 and SNR=5.

For SNR=-3, Tsallis entropy with ZAM distribution achieved the best results in both

metrics. The difference in accuracy between Shannon and Rényi entropy was 0.002,

with Rényi also having a higher F1 value of 0.062. Tsallis entropy outperforms Shannon

entropy with a difference of 0.007 in accuracy and a 0.071 higher F1 score. The difference

in accuracy between the Rényi and Tsallis entropies is 0.005, with Tsallis having a slightly

higher F1 score of 0.009. For SNR=0, Rényi entropy also achieved the best results in both

metrics with the ZAM distribution, but there was no statistical difference between Rényi’s

and Tsallis’s entropy. The difference in accuracy between Shannon and Rényi entropy was

0.023, with Rényi also having a higher F1 score of 0.086. Shannon entropy outperforms
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Tsallis entropy with a difference of 0.023 in accuracy and a 0.114 higher F1 score. The

difference in accuracy between Rényi and Tsallis entropy is 0.0005, with Rényi having a

slightly higher F1 score of 0.005.

For SNR=5, Tsallis entropy with SPWV distribution provides the highest score. The

difference in accuracy between the Shannon entropy and the Rényi entropy is 0.011, with

the Rényi entropy having a 0.036 higher F1 score. The Shannon entropy outperforms the

Tsallis entropy with a difference of 0.003 in accuracy and a 0.001 higher F1 score. The

difference in accuracy between Rényi and Tsallis entropy is 0.009, with Rényi having a

slightly higher F1 score of 0.027.

For signal B, there was no difference between Shannon and Rényi when SNR=-3 and

the distribution was SPWV. There was no difference between Shannon and Tsallis when

SNR =-3 for both the ZAM and RIDB distributions and for SNR=0 and the CW and

RDIB distributions. Rényi and Tsallis were the same for the ZAM distribution when

SNR=0.

For signal B at SNR=0, Tsallis entropy with SPWVD had the highest accuracy score

and Shannon entropy with spectrogram was had the highest F1 score, but there was no

statistically significant difference between Shannon and Tsallis when it came to accuracy

scores. At SNR=0, Rényi entropy with spectrogram had the highest F1 score, while Shan-

non scored the same for accuracy, but there was no significant difference between Shannon

and Rényi in this case. At SNR=5, Shannon entropy with spectrogram outperformed all

other combinations, but there was no statistical difference between Shannon and Rényi

entropy.

For signal B, the entropies that achieve the highest accuracy and F1 score vary between

the different SNRs. Tsallis has the highest accuracy for SNR=-3, Rényi for SNR=0, and

Tsallis for SNR=5. For F1 score, Rényi consistently performs best at all SNRs.

Signal C had the least varied results, where the spectrogram outperformed the other

distributions in all cases, regardless of SNR or entropy measure. In this case, there were

no differences, only between Shannon and Tsallis when the spectrogram was used for

SNR=-3, and between Rényi and Tsalis when SPWVD was used. For SNR=-3, Shannon

entropy had the highest accuracy, while Tsallis had the highest F1 value. For SNR=0,

Tsallis had the highest accuracy, while Rényi had the highest F1 score. For SNR=5,

Shannon had the highest accuracy, and Rényi had the highest F1 score, but there was no
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statistically significant difference between the accuracy values. For signal C, the entropies

achieving the highest accuracy and F1 score varied between the different SNRs. Shannon

has the highest accuracy for SNR=-3 and SNR=5, Rényi for SNR=0 and SNR=5, and

Tsallis for SNR=0. For the F1 score, Rényi performs best across all SNRs.

There is considerable diversity in the results, indicating that all classical entropies per-

form effectively with the proposed 2DLEM method. Although each entropy achieved the

highest score in different cases, the differences between them, although often statistically

significant, were not particularly large.

The highest scores obtained with the classical entropies will now be compared to

the proposed Dombi entropy. For signal A, from the classical entropies, Tsallis had the

highest score for all SNRs. At SNR = -3, Dombi had a slight edge in both accuracy and

F1 scores and showed statistically significant differences. However, at SNR = 0, there

was no discernible difference between the Tsallis and Dombi entropies. Even at SNR =

5, there was no clear difference between the best-performing TFDs for all entropies.

For signal B, Tsallis was most accurate at SNR=-3, Rényi at SNR=0, and again Tsallis

at SNR=5. In terms of F1 score, Rényi performed consistently better at all SNRs. At

SNR=-3, Dombi showed the highest accuracy and F1 score, with no significant difference

in accuracy between Dombi and Tsallis. However, at the highest TFD score in relation

to the F1 score, there were significant differences between all entropies. At an SNR of 0,

Dombi scored best on the F1 score but showed similar accuracy values to Shannon and

Tsallis, while Dombi and Rényi had the best F1 scores and differed only minimally from

each other. No significant statistical differences in accuracy were found between Dombi

and Tsallis. At SNR=5, Shannon scored the highest, but no significant differences in

metrics were found between Shannon and Dombi.

For Signal C, the spectrogram distribution consistently produced the best results. At

SNR = -3, Shannon showed slightly higher scores than Dombi, but the difference was

not statistically significant. At SNR = 0, Dombi achieved the highest accuracy, but no

significant difference in F1 scores was observed between Dombi and Shannon. Rényi had

the highest F1 score. At SNR = 5, Dombi’s accuracy was the same as Shannon’s but

significantly better, with the highest F1 score.

Compared to classical entropy measures such as Tsallis, Shannon, and Rényi, Dombi

showed remarkable performance differences at different SNRs and signals. At certain
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SNRs, Dombi showed either comparable or superior accuracy and F1 scores.

7.2. 2DLEM applied to real-world data

7.2.1. 2DLEM for noisy speech signals

The application of the method has been extended by applying it to recorded speech

signals corrupted by noise from different sources. The database used is commonly used

in speech recognition.

The speech signals were extracted from the AURORA database [138], which includes

30 different recordings. In this database, 30 IEEE sentences were articulated by three

male and three female speakers, which were corrupted by eight different real sounds with

different SNRs of 0 dB, 5 dB, and 10 dB. The selected sound signals aim to simulate

likely usage scenarios in telecommunication terminals and include sounds from sources

such as trains, crowds (babble), cars, exhibition halls, restaurants, streets, airports, and

train stations.

To simulate real conditions, sounds are intentionally inserted into the speech signal.

A sound segment is randomly extracted from the sound recordings that correspond in

length to the speech signal. It is scaled in amplitude accordingly to achieve the desired

SNR level and then added to the filtered clean speech signal. This process culminates in

the creation of a noisy speech corpus, referred to as NOIZEUS, as described in [139].

The AURORA database is widely used in speech analysis, especially in speech recog-

nition, as highlighted in the original paper [138]. The proposed method was tested with

both clean and noisy signals and showed higher accuracy with clean signals. Similar in-

vestigations have been conducted in several studies [140, 141, 142] presenting different

methods for speech recognition and enhancement. In addition, the NOIZEUS corpus was

used in [143, 144] to evaluate the correlations of widely used objective measures in speech

enhancement.

Here, the 2DLEM method was used in combination with the spectrogram and different

entropy measures motivated by previous tests with synthetic signals. The results for

different noise sources are shown in Tables 7.16,7.17, 7.18 and 7.19 for Shannon, Rényi,

Tsalis and Dombi entropy retrospectively.
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Train Noise Accuracy Precision Recall

SNR=0 98.39% 99.35% 99.34%
SNR=5 98.82% 99.39% 99.39%
SNR=10 98.75% 99.49% 99.49%

Babbel Noise

SNR=0 98.52% 98.99% 99.52%
SNR=5 98.69% 99.33% 99.35%
SNR=10 99.12% 99.54% 99.56%

Car Noise

SNR=0 97.82% 98.94% 98.94%
SNR=5 98.38% 99.22% 99.22%
SNR=10 98.87% 99.54% 99.59%

Train Station Noise

SNR=0 98.81% 99.49% 99.49%
SNR=5 98.87% 99.5% 99.5%
SNR=10 98.75% 99.3% 99.3%

Restaurant Noise

SNR=0 98.49% 99.4% 99.4%
SNR=5 98.59% 99.35% 99.35%
SNR=10 98.96% 99.58% 99.58%

Airport Noise

SNR=0 98.49% 99.4% 99.4%
SNR=5 98.59% 99.35% 99.35%
SNR=10 98.96% 99.58% 99.58%

Street noise

SNR=0 98.71% 99.57% 99.57%
SNR=5 98.94% 99.62% 99.62%
SNR=10 99.03% 99.52% 99.52%

Exhibition Hall Noise

SNR=0 98.83% 99.41% 99.41%
SNR=5 98.94% 99.49% 99.49%
SNR=10 98.98% 99.49% 99.49%

Table 7.16: Results obtained for speech signals with added noise for different sources
using Shannon entropy

The accuracy of the signal spectrogram ranges from 97.78% to 98.87% at an SNR

of 0 dB, whereby the precision and recall are slightly higher at 98.93% to 99.6%. The

best results are achieved in the case of the artificially introduced noise from the train

station, although the difference to other sources is not significant. At an SNR of 5 dB,

the improvement in accuracy is between 0.06 and 0.43. Precision and recall remain mostly

consistent, with minimal improvements in some cases. However, the results for restaurant
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Train Noise Accuracy Precision Recall

SNR=0 98.37% 99.55% 99.24%
SNR=5 98.82% 99.38% 99.38%
SNR=10 98.77% 99.39% 99.47%

Babbel Noise

SNR=0 98.51% 98.97% 99.52%
SNR=5 98.66% 99.34% 99.35%
SNR=10 99.15% 99.53% 99.52%

Car Noise

SNR=0 97.78% 98.94% 98.93%
SNR=5 97.99% 99.02% 99.02%
SNR=10 98.86% 99.44% 99.54%

Train Station Noise

SNR=0 98.83% 99.48% 99.48%
SNR=5 98.85% 99.51% 99.49%
SNR=10 98.89% 99.31% 99.3%

Restaurant Noise

SNR=0 98.45% 99.41% 99.41%
SNR=5 98.53% 99.35% 99.35%
SNR=10 98.94% 99.57% 99.57%

Airport Noise

SNR=0 98.52% 99.42% 99.42%
SNR=5 98.59% 99.34% 99.34%
SNR=10 98.95% 99.54% 99.54%

Street noise

SNR=0 98.69% 99.57% 99.57%
SNR=5 98.95% 99.62% 99.62%
SNR=10 99.02% 99.51% 99.51%

Exhibition Hall Noise

SNR=0 98.82% 99.41% 99.41%
SNR=5 98.93% 99.48% 99.48%
SNR=10 98.99% 99.49% 99.49%

Table 7.17: Results obtained for speech signals with added noise for different sources
using Rényi entropy

and airport noise do not reach the same high values as with an SNR of 0 dB. In most

scenarios, the highest accuracy is achieved at an SNR of 10 dB. In the case of train

noise, however, the accuracy drops to 98.75%. It is noteworthy that all scenarios show

the highest accuracy and recognition value at an SNR of 10 dB, while the train station

sacrifices the improvement in accuracy for a gain in accuracy and recall value. The least

favourable results were observed when car noise was introduced, with an average accuracy
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Train Noise Accuracy Precision Recall

SNR=0 98.38% 99.58% 99.27%
SNR=5 98.84% 99.35% 99.35%
SNR=10 98.77% 99.42% 99.51%

Babble Noise

SNR=0 98.52% 99.0% 99.55%
SNR=5 98.69% 99.31% 99.32%
SNR=10 99.1% 99.56% 99.55%

Car Noise

SNR=0 97.81% 98.99% 98.96%
SNR=5 97.97% 99.05% 99.06%
SNR=10 98.85% 99.46% 99.57%

Train Station Noise

SNR=0 98.81% 98.99% 98.99%
SNR=5 98.88% 99.51% 99.51%
SNR=10 98.91% 99.34% 99.33%

Restaurant Noise

SNR=0 98.46% 99.43% 99.44%
SNR=5 98.56% 99.38% 99.38%
SNR=10 98.93% 99.55% 99.55%

Airport Noise

SNR=0 98.5% 99.4% 99.4%
SNR=5 98.62% 99.33% 99.33%
SNR=10 98.96% 99.57% 99.57%

Street noise

SNR=0 98.7% 99.51% 99.51%
SNR=5 98.98% 99.55% 99.55%
SNR=10 98.97% 99.47% 99.47%

Exhibition Hall Noise

SNR=0 98.83% 99.43% 99.43%
SNR=5 98.96% 99.48% 99.48%
SNR=10 99.02% 99.47% 99.47%

Table 7.18: Results obtained for speech signals with added noise for different sources
using Tsalis entropy

of 97.82% at an SNR of 0 dB.

Differences between different entropy measures are minimal, ranging to 0.03. Based

on the results it can not be said that one entropy measure has an advantage over others

in this particular test case.

Although the method was applied to different speech signals with different SNRs and

noise sources, the results remained consistent in all scenarios tested. Accuracy ranged from
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Train Noise Accuracy Precision Recall

SNR=0 98.39% 99.38% 99.37%
SNR=5 98.84% 99.37% 99.37%
SNR=10 98.77% 99.45% 99.45%

Babble Noise

SNR=0 98.52% 99.0% 99.0%
SNR=5 98.69% 99.31% 99.32%
SNR=10 99.1% 99.56% 99.55%

Car Noise

SNR=0 97.81% 98.99% 98.96%
SNR=5 97.97% 99.05% 99.06%
SNR=10 98.85% 99.46% 99.57%

Train Station Noise

SNR=0 98.87% 99.51% 99.52%
SNR=5 98.88% 99.55% 99.53%
SNR=10 98.91% 99.34% 99.33%

Restaurant Noise

SNR=0 98.46% 99.43% 99.44%
SNR=5 98.56% 99.38% 99.38%
SNR=10 98.96% 99.6% 99.6%

Airport Noise

SNR=0 98.55% 99.46% 99.45%
SNR=5 98.62% 99.37% 99.37%
SNR=10 98.98% 99.57% 99.57%

Street noise

SNR=0 98.7% 99.59% 99.6%
SNR=5 98.98% 99.65% 99.65%
SNR=10 99.03% 99.54% 99.54%

Exhibition Hall Noise

SNR=0 98.83% 99.43% 99.43%
SNR=5 98.96% 99.51% 99.51%
SNR=10 99.02% 99.52% 99.52%

Table 7.19: Results obtained for speech signals with added noise for different sources
using Dombi entropy

97.78% to 99.03%, precision from 98.94% to 99.65%, and recall from 98.96% to 99.65%.

This indicates the method has robust performance regardless of signal type, noise source,

or SNR. The SNR value appears to have the greatest influence on the results. It can also

be seen that where SNR values are high entropy choice does not impact the results.
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7.2.2. 2DLEM with CNN for seismic signal classification

In order to test the proposed method on real-world scenarios, it is here applied to the

problem of classification of seismological signals. As mentioned in chapter 5.2.2., TFDs

have recently been applied to this problem with great success. Spectrograms provide

a graphical representation of the frequency content of seismic signals over time, while

entropy maps quantify the complexity or uncertainty in these spectrograms. The goal of

comparing the classification results derived from these representations is to identify the

differences between the two in categorizing seismic data. For 2DLEM, motivated by the

findings on the synthetic signals and the speech dataset, the spectrogram with Dombi

entropy was used. For this problem, the last step was omitted in 2DLEM. Instead of the

entropy mask, the entropy map was used for the classification problem.

Dataset - seismic signals

The data used for this study comes from the seismological recording system for events

of the Instituto Nazionale di Geofisica e Volcanologia. This dataset included 35,055 sam-

ples, each corresponding to a specific seismic event. These samples were recorded in three

different directions (Z, N, and E) by the sensor for each event.

The identification of seismic events in waveform time series is similar to object recogni-

tion in 2D photos. Here, the three elements of a 3-component seismogram are comparable

to the RGB color channels that form a 1D image. Similarly, in the case of seismic signals,

TFDs can be generated for each component of the three-component seismograms, and in

this way, three-channel images can be compiled using the same principle. Images can be

assembled from the entropy maps in the same way.

The dataset showed a slight imbalance in the classes, with about 60% of the samples

categorized as earthquake events (class 1 in Figure 7.22a), while the remaining 40% were

categorized as non-earthquake events (class 0 in Figure 7.22a).

The training subset, which included 70% of the instances, maintained the balance of

the original dataset between positive (earthquake) and negative (non-earthquake) samples.

This segment was used to train the models effectively.

At 15% of instances, the validation subset had the same proportion of samples as the

training set. It was used to refine the models and adjust the hyperparameters during the
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(a) Three-direction seismogram of an
earthquake (class 1)
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(b) Three-direction seismogram of noise
(class 0)

Figure 7.22: Two randomly sampled seismogram instances from the dataset

training phase.

The test subset, also accounting for 15% of the instances, also contained the same

proportion of samples as the training set. This split was used to evaluate the final per-

formance and generalization capabilities of the trained models.

Care was taken to ensure that no single data point appeared in more than one subset

to ensure a clear distinction between the subsets and to avoid overlap or bias. In this

way, the exclusivity of the subsets representing different phases of model training and

evaluation was maintained.

Three deep CNN architectures, VGG19, ResNet50, and DenseNet121, were used in

this study, as mentioned in chapter 4.. Each model followed its original specifications,

although some adjustments were made to the output layer. In addition, dropout layers

(with p=0.5) were inserted in the fully linked (dense) layers before the output layer. The

final prediction layer was adjusted to allow binary classification between two classes. This

adaptation involved a single neuron with a sigmoid activation function and used a binary

cross-entropy loss function for all models. Experimental evaluations were performed on

the validation dataset to determine the optimal learning rate.

For optimization purposes, the Adam optimizer was applied with a learning rate of

α = 3 × 10−5, and a stack size of 64 was used in training. The models were trained for

50 epochs. The time series were first transformed into spectrograms, as shown in Figure

7.23. From there, entropy maps were obtained for the spectrograms( Figure 7.24).

Both spectrograms and entropy maps were then combined into RGB pictures using

three seismographs as three channels, as shown in Figures 7.25 and 7.26.
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(a)

(b)

Figure 7.23: Spectrograms obtained from earthquake sample(a) and noise sample(b)

Results of seismic signals classification using the 2DLEM with CNN

The provided table (7.20) shows the classification results obtained using two different

methods: 2DLEM with Dombi entropy and spectrogram analysis. The table shows the

evaluation metrics for the different CNN models Resnet50, VGG19, and DN121 used for

both methods.

For 2DLEM, the three CNN models — Resnet50, VGG19, and DN121 — achieved

high-performance metrics in all categories, with accuracy between 0.9753 and 0.9755, AU-

ROC between 0.9763 and 0.9772, F1 score between 0.9802 and 0.9807 and MCC between

0.9478 and 0.9488.

In contrast, the spectrogram analysis, which used the same CNN models, had slightly

lower metrics compared to 2DLEM. The accuracy ranged from 0.9491 to 0.9584, the

AUROC from 0.9531 to 0.9627, the F1 score from 0.9586 to 0.9652, and the MCC from

0.8940 to 0.9095.
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(a)

(b)

Figure 7.24: Entropy maps obtained from earthquake sample(a) and noise sample(b)

The table illustrates the comparative performance of the CNN models between the

2DLEM and spectrogram methods. It shows that the 2DLEM method achieves better

results for the evaluation metrics considered.

Additionally, the confusion matrix for each model can be seen in Figure 7.27.

The Cohran’s Q test was used to determine whether there was a significant difference

in model performance. The purpose of Cochran’s Q test is to determine whether the

proportions of a categorical variable are the same for many dependent groups. Data with

repeated measures or matched samples are often analyzed in research and experimental

contexts. Each group studied has a binary variable that makes up the data for the Cochran

Q test. Each set consists of the same subjects or things, and each subject in each group

has the variable of interest measured.

Cochran’s Q-test assumes that the observations within each group are dependent and

that the binary variable follows a Bernoulli distribution. It is insensitive to deviations
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(a) (b)

Figure 7.25: RBG images obtained from earthquake sample spectrogram(a) and earth-
quake sample entropy map(b)

(a) (b)

Figure 7.26: RBG images obtained from noise sample spectrogram(a) and noise sample
entropy map(b)

from the assumption of equal variance or normality.

The null hypothesis is rejected if p is greater than the critical value resulting from

the chi-squared distribution at a certain significance level (α = 0.05). This means that

there are no significant differences in the proportions of the categorical variables between

the groups. If the null hypothesis was rejected, post-hoc analyses with pairwise com-
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(a) (b)

(c) (d)

(e) (f)

Figure 7.27: Confusion matrices for evaluating the CNN models. (a) Spectrogram dis-
tributions as input to ResNet50, (b) Entropy maps as input to ResNet50,(c) Spectrogram
distributions as input to VGG19, (d) Entropy maps as input to VGG19,(e) Spectrogram
distributions as input to DenseNet121, (f) Entropy maps as input to DenseNet121)
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2DLEM Spectrogram
Resnet50 VGG19 DN121 Resnet50 VGG19 DN121

Accuracy 0.9755 0.9755 0.9753 0.9530 0.9491 0.9584
AUROC 0.9763 0.9765 0.9772 0.9558 0.9531 0.9627
F1 Score 0.9804 0.9802 0.9807 0.9620 0.9586 0.9652
MCC 0.9479 0.9478 0.9488 0.9016 0.8940 0.9095

Table 7.20: Classification results on the test set

parisons were conducted to determine whether there was a significant difference between

specific groups. McNemar tests with Bonferroni adjustment were used for the post-hoc

analysis. Analysis of the classification results using the 2DLEM approach revealed no

statistically significant differences between the three CNNs used – Resnet50, VGG19, and

DN121. Using this method, performance metrics such as accuracy, AUROC, F1 score,

and MCC showed similar values for all three CNN models, indicating a consistent level

of performance throughout.

The spectrogram analysis, however, showed a significant statistical difference between

the CNN models Resnet50 and VGG19. This difference was observed in various evaluation

metrics and indicates a performance divergence between these two specific CNN architec-

tures within the spectrogram methodology. The metrics showed different values between

Resnet50 and VGG19, indicating a statistically significant disparity in their classification

performance.

In the analysis comparing the performance of a particular CNN model with two differ-

ent methods, 2DLEM and spectrogram, there was a statistically significant difference in

the classification results. When the CNN was applied to the 2DLEM approach and then

to the spectrogram method, the evaluation metrics showed differences.

The comparison between the performance of the CNN on the 2DLEM method and the

performance on the spectrogram method showed statistically significant differences(Table

7.21) between models output resulting in differences in all metrics. These differences in

performance metrics indicate that the model running with the 2DLEM method produced

different classification results than its performance within the spectrogram approach. This

suggests that the same CNN model had significantly different levels of performance when

applied to these different signal representation methods.

In summary, the observed differences in the performance of the CNN models, partic-



Digital Signal Classification Utilizing Adaptive Information Entropy Measures and
Machine Learning 108

Spectrogram
p-value Resnet50 VGG19 DN121

2DLEM
Resnet50 <0.001 <0.001 <0.001
VGG19 <0.001 <0.001 <0.001
DN121 <0.001 <0.001 <0.001

Table 7.21: P-values for all models comparing both representations

ularly the improved performance on the 2DLEM representation compared to the spec-

trogram, suggest that the 2DLEM methodology provides a more effective signal repre-

sentation for the classification task at hand. The models performed better when using

the 2DLEM signal representation compared to the spectrogram representation, indicat-

ing the potential usefulness of 2DLEM as a more discriminative and informative signal

representation for this particular classification problem.
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8. Chapter

CONCLUSION

In this thesis, the main objective of developing an effective method for extracting con-

tent from the time-frequency domain of signals utilizing information entropy measures

was achieved.The first objective was the development of a specialized 2D entropy calcu-

lation method. This method was further improved by integrating adaptive windows that

allow dynamic adaptation to data.

The extraction of masks from the derived entropy maps provided additional analytical

insight into the signal data. The research also carefully compared the performance of

different entropy measures and introduced a novel entropy measure tailored to improve

the separation between noise and useful signal content.

The presented method was used as a preprocessing step for signal classification tasks

and has proven its usefulness in extracting relevant information from signals. The en-

tropy map derived from the method provided new and valuable information that proved

to be crucial for improving the accuracy of signal classification. Comparison between

spectrogram representation, which is the most commonly used TFD representation, and

entropy map representation showed statistical differences in the model output. Models

with entropy maps achieved a higher accuracy of 1.69% to 2.64%, an AUROC of 1.45%

to 2.34%, an F1 score of 1.55% to 2.16%, and an MCC of 3.93% to 5.38%. Examining

other datasets could help assess the generalizability of these results. Different datasets

may have unique characteristics that influence model performance and the best choice

of representations. Testing these models and representations on different datasets could

reveal their robustness and suitability for different domains and data sources.
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This work contributes to a novel method for separating signal components from noisy

data. The adaptation and application of a fuzzy entropy measure further emphasize the

versatility of the proposed method. The research shows that the developed method can

serve as a robust preprocessing step in classification tasks, facilitating the extraction of

useful content from signals.

Exploring alternative time-frequency distributions, such as the quadratic Cohen dis-

tribution or the continuous wavelet transform, could represent the next research direction

aiming to provide high-resolution insights into the time-frequency properties of the data

and their impact on classification accuracy. Exploring the influence of various noise types

on the method’s performance could be a valuable avenue for future investigation. While

the current study primarily focused on the efficacy of the method with white noise, assess-

ing its robustness against different types of generated noise—such as coloured or impulse

noise—would offer insights into its adaptability across diverse signal environments. Un-

derstanding how the method responds to distinct noise profiles could further improve its

applicability in real-world scenarios. Comparing model performance with different entropy

measures and quadratic, high-resolution TFD representations with reduced cross-terms

could reveal new ways to improve classification and deepen our understanding of the

hidden data properties.



111 Ana Vranković Lacković - Doctoral Dissertation

BIBLIOGRAPHY

[1] B. Boashash, Time-frequency signal analysis and processing: a comprehensive ref-

erence. Australia: Elsevier Academic Press, 2016.

[2] A. Belouchrani and M. Amin, “Blind source separation based on time-frequency

signal representations,” IEEE Transactions on Signal Processing, vol. 46, no. 11,

pp. 2888–2897, 1998.

[3] M. Zibulevsky and B. A. Pearlmutter, “Blind Source Separation by Sparse

Decomposition in a Signal Dictionary,” Neural Computation, vol. 13, no. 4, pp. 863–

882, 04 2001. [Online]. Available: https://doi.org/10.1162/089976601300014385

[4] K. Hild, D. Pinto, D. Erdogmus, and J. Principe, “Convolutive blind source

separation by minimizing mutual information between segments of signals,”

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS I-REGULAR PAPERS,

vol. 52, no. 10, pp. 2188–2196, OCT 2005.

[5] K. Hild, D. Erdogmus, and J. Principe, “An analysis of entropy estimators for blind

source separation,” SIGNAL PROCESSING, vol. 86, no. 1, pp. 182–194, JAN 2006.

[6] X.-Y. Zhang, W.-R. Wang, C.-Y. Shen, Y. Sun, and L.-X. Huang, “Extraction of

eeg components based on time - frequency blind source separation,” in Advances in

Intelligent Information Hiding and Multimedia Signal Processing. Springer Inter-

national Publishing, 2018, pp. 3–10.
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I. Štajduhar, “The choice of time-frequency representations of non-stationary sig-

nals affects machine learning model accuracy: A case study on earthquake detection

from len-db data,” Mathematics, vol. 10, no. 6, 2022.

[110] S. Mousavi, Z. Weiqiang, Y. Sheng, and G. Beroza, “Cred: A deep residual network

of convolutional and recurrent units for earthquake signal detection,” Scientific

Reports, vol. 9, 07 2019.

[111] R. Dokht, H. Kao, R. Visser, and B. Smith, “Seismic event and phase detection using

time-frequency representation and convolutional neural networks,” Seismological

Research Letters, 01 2019.

[112] A. Z. Sha’ameri, W. A. W. Aris, S. Sadiah, and T. A. Musa, “Reliability of seismic

signal analysis for earthquake epicenter location estimation using 1 hz gps kinematic

solution,” MEASUREMENT, vol. 182, SEP 2021.

[113] X. Lu, Y. Xu, Y. Tian, B. Cetiner, and E. Taciroglu, “A deep learning approach

to rapid regional post-event seismic damage assessment using time-frequency distri-

butions of ground motions,” EARTHQUAKE ENGINEERING & STRUCTURAL

DYNAMICS, vol. 50, no. 6, pp. 1612–1627, MAY 2021.

[114] N. Arunkumar, K. Kumar, and V. Venkataraman, “Automatic detection of epilep-

tic seizures using new entropy measures,” Journal of Medical Imaging and Health

Informatics, vol. 6, pp. 724–730, 06 2016.

[115] C. Zhou, F. Xu, C. Qiao, and W. Dai, “Chaos and wavelet based colonic motil-

ity analysis for subjects with constipation,” in 2016 12th International Conference



Digital Signal Classification Utilizing Adaptive Information Entropy Measures and
Machine Learning 124

on Natural Computation, Fuzzy Systems and Knowledge Discovery (ICNC-FSKD),

2016, pp. 1374–1380.

[116] Q. Zhao, B. Hu, Y. Li, H. Peng, L. Li, Q. Liu, Y. Li, Q. Shi, and J. Feng, “An

alpha resting eeg study on nonlinear dynamic analysis for schizophrenia,” 11 2013,

pp. 484–488.

[117] Y. Li, X. Wang, S. Si, and S. Huang, “Entropy based fault classification using the

case western reserve university data: A benchmark study,” IEEE TRANSACTIONS

ON RELIABILITY, vol. 69, no. 2, pp. 754–767, JUN 2020.

[118] J. Xiang, Q. Li, A. Wang, and Y. Zhang, “Mathematical analysis of characteristic

pressure fluctuations in a bubbling fluidized bed,” Powder Technology, vol. 333, 04

2018.

[119] C. Wang, Y. Li, and M. Gao, “Target classification using renyi entropy features

of cyclic bispectrum,” JOURNAL OF ENGINEERING-JOE, vol. 2019, no. 21, pp.

7717–7720, NOV 2019.

[120] A. Asgharzadeh-Bonab, M. C. Amirani, and A. Mehri, “Spectral entropy and

deep convolutional neural network for ecg beat classification,” Biocybernetics and

Biomedical Engineering, vol. 40, no. 2, pp. 691–700, 2020.

[121] A. R. See, I. S. Cabili, and Y.-J. Chen, “Heart sound classification based on non-

linear time-frequency features,” SENSORS AND MATERIALS, vol. 34, no. 1, pp.

217–223, 2022.

[122] M. Li, X. Sun, W. Chen, Y. Jiang, and T. Zhang, “Classification epileptic seizures in

eeg using time-frequency image and block texture features,” IEEE ACCESS, vol. 8,

pp. 9770–9781, 2020.

[123] C. Leracitano, N. Mammone, A. Bramanti, S. Marino, A. Hussain, and F. C. Mora-

bito, “A time-frequency based machine learning system for brain states classifica-

tion via eeg signal processing,” in 2019 INTERNATIONAL JOINT CONFERENCE

ON NEURAL NETWORKS (IJCNN), ser. IEEE International Joint Conference on

Neural Networks (IJCNN), 2019, international Joint Conference on Neural Networks

(IJCNN), Budapest, HUNGARY, JUL 14-19, 2019.
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0 in case of signal B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

9 Entropy maps and masks for different TFDs for Rényi entropy and SNR =
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=5 in case of signal B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

12 Entropy maps and masks for different TFDs for Rényi entropy and SNR =
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Figure 1: Entropy maps and masks for different TFDs for Shannon entropy and SNR =
0 in case of signal A

Figure 2: Entropy maps and masks for different TFDs for Shannon entropy and SNR =
0 in case of signal B
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Figure 3: Entropy maps and masks for different TFDs for Shannon entropy and SNR =
0 in case of signal C

Figure 4: Entropy maps and masks for different TFDs for Shannon entropy and SNR
=5 in case of signal A
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Figure 5: Entropy maps and masks for different TFDs for Shannon entropy and SNR
=5 in case of signal B

Figure 6: Entropy maps and masks for different TFDs for Shannon entropy and SNR =
5 in case of signal C
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Figure 7: Entropy maps and masks for different TFDs for Rényi entropy and SNR = 0
in case of signal A

Figure 8: Entropy maps and masks for different TFDs for Rényi entropy and SNR = 0
in case of signal B
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Figure 9: Entropy maps and masks for different TFDs for Rényi entropy and SNR = 0
in case of signal C

Figure 10: Entropy maps and masks for different TFDs for Rényi entropy and SNR =5
in case of signal A
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Figure 11: Entropy maps and masks for different TFDs for Rényi entropy and SNR =5
in case of signal B

Figure 12: Entropy maps and masks for different TFDs for Rényi entropy and SNR =
5 in case of signal C
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Figure 13: Entropy maps and masks for different TFDs for Tsallis entropy and SNR =
0 in case of signal A

Figure 14: Entropy maps and masks for different TFDs for Tsallis entropy and SNR =
0 in case of signal B
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Figure 15: Entropy maps and masks for different TFDs for Tsallis entropy and SNR =
0 in case of signal C

Figure 16: Entropy maps and masks for different TFDs for Tsallis entropy and SNR =5
in case of signal A
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Figure 17: Entropy maps and masks for different TFDs for Tsallis entropy and SNR =5
in case of signal B

Figure 18: Entropy maps and masks for different TFDs for Tsallis entropy and SNR =
5 in case of signal C
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Figure 19: Entropy maps and masks for different TFDs for Dombi entropy and SNR =
0 in case of signal A

Figure 20: Entropy maps and masks for different TFDs for Dombi entropy and SNR =
0 in case of signal B
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Figure 21: Entropy maps and masks for different TFDs for Dombi entropy and SNR =
0 in case of signal C

Figure 22: Entropy maps and masks for different TFDs for Dombi entropy and SNR =5
in case of signal A
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Figure 23: Entropy maps and masks for different TFDs for Dombi entropy and SNR =5
in case of signal B

Figure 24: Entropy maps and masks for different TFDs for Dombi entropy and SNR =
5 in case of signal C
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Tihana Galinac Grbac and Ana Vranković. Software structure evolution and relation to sub-

graph defectiveness. In SoftCOM 2016 PhD Forum, 2017.
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