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Foreword 

Respected colleagues, 

We thank you for your interest in the first RI-STEM international student scientific conference.  

Last year, when we began our work with students, we realized that many students have a profound 

interest in science – but lack avenues which would allow them an accessible manner of learning, 

performing scientific research, compiling it in a manuscript and publishing their papers. It was our goal 

to provide students with such a possibility. 

Thanks to the support from University of Rijeka’s Student Council, Faculty of Engineering Rijeka, 

Organization of Technical Science Students Hertz and RiTEH AI and Robotics Group we have managed 

to achieve our goals this year. With over 20 students, overseen by committee members from 4 different 

countries publishing their work and presenting it on our conference. 

We hope that this conference will continue in the following years and providing students with an easy 

first step into the world of scientific research and publications. 

 
Kindest regards, 

                                                                                                                   SZSUR Project Lead 

                                                                                                                  Ivan Lorencin 

                                                                                                                                                                                                                                                                   

 

Organizational Board President 

                                                                                                                    Sandi Baressi Šegota 
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COVID-19 Spread (COVIDAi): Project Review 
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Abstract: In this paper, a review of the project Use of Regressive Artificial Intelligence and Machine 

Learning Methods in Modelling of COVID-19 Spread (COVIDAi) is presented. The main goal of the 

project is to design two main AI-based models: epidemiological and personalized. After the 

introduction, a brief description of project partners and activities is provided. Furthermore, a brief 

description of the two main project activities is provided. After the description of the aforementioned 

project activities, a review of scientific papers published during project execution is presented.  

 

Keywords: Artificial intelligence, COVID-19, Epidemiological models, Machine learning, 

Personalized models  

 

1. Introduction 

 

COVID-19, colloquially coronavirus, is a severe respiratory disease caused by SARS-CoV2 virus [1]. 

In March 2020, The World Health Organization (WHO) announced the pandemic [2]. Ever since, the 

world is, in some form, under the restrictive measures used to interrupt the spread of COVID-19 

infection. In the early days of the pandemic, the main goal was to predict the spread of the infection in 

order to minimize the number of infected individuals, and consequently the number of deceased patients 

[3]. Along with the outbreak of the pandemic, especially in the second wave in late 2020, the need to 

develop more effective methods for the treatment and care of COVID-19 patients increased [4]. Such a 

condition is a direct consequence of the far-reaching spread of the infection and its growing impact on 

the healthcare system [5].  

 

Artificial intelligence (AI) and machine learning (ML) are today widely integrated into the medical 

profession, with a wide range of applications [6, 7]. Following the described trends, a team composed 

of scientists from the University of Kragujevac (Serbia) and the University of Rijeka (Croatia) launched 

the COVIDAi project, with the aim of applying AI and ML methods in the fight against the COVID-19 

pandemic. This conference paper aims to briefly describe the activities carried out within the COVIDAi 

project and give a brief overview of the results and findings. 

 

2. A brief description of project activities and partners 

 

COVIDAi project is a project supported by Central European Initiative (CEI) under the grant number 

305.6019-20. The project consortium consists of University of Kragujevac, University of Rijeka, 

Faculty of Engineering, and Clinical Hospital Center Rijeka. The main researchers of the project are 

Professor Nenad Filipović (PI) from the University of Kragujevac and Professor Zlatan Car (CO-PI) 

from University of Rijeka, Faculty of Engineering. All project activities are performed in order of 
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creating a tool that will be used in medical practice. Main activities performed within the COVIDAI 

project include the development of two models: 

 

• Personalized AI model for COVID-19 prediction (monitoring of patient’s condition and 

prediction of disease progression in time) 

• An epidemiological model for COVID-19 (monitoring of number of people 

susceptible/exposed/infected/dead/recovered from COVID-19) 

 

COVIDAi tool would help medical experts to decide whether the patient will be subjected to further 

analysis and prescribe adequate therapy. Predictive models based on machine learning can provide 

useful data in terms of prediction of epidemiological events, which can save time for the timely and 

optimal response of both the health system and the society. 

 

3. Epidemiological models for COVID-19 

 

COVIDAi uses a compartmental epidemiological model, based on the partial differential equations to 

describe the spread and clinical progression of COVID-19. The basic model structure is inspired by 

several studies on the natural clinical progression of COVID-19 infection. Alongside models based on 

differential equations, models based on the utilization of AI and ML algorithms were also developed. 

The most prominent results were achieved by using a multilayer perceptron (MLP) and genetic 

programming (GP). Prediction of COVID-19 spread with COVIDAi tool is performed by using data 

provided by institutions such as WHO, Johns Hopkins University or Institutes of Public Health, as 

presented in Figure 1. 

 

 
Figure 1. A flowchart of COVID-19 spread prediction using COVIDAi tool 

Alongside the epidemiological aspect [8], modeling of COVID-19 spread can also be used in 

forecasting the stock market dynamics [9].   

 

4. Personalized AI model for COVID-19 prediction 

 

The developed disease progression tool uses machine learning methods to mine heterogeneous patient 

data provided by Clinical Centers in Rijeka, Croatia, and Kragujevac, Serbia. The main aim of this tool 

is to assess the disease progression of the patient infected with COVID-19 in the next couple of days. 

In order to estimate the disease progression, the input dataset consisting  of:  

• demographic data,  

• clinical image, 

• blood test data and  
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• imaging data 

is used. The result of the model is a prediction of the category risk of mortality. 

 

 
Figure 2. A Flowchart for mortality risk estimation using personalized COVIDAi tool 

A unique feature of COVID-19 interstitial pneumonia is an abrupt progression to respiratory failure. 

Patient-specific lung models developed during COVIDAi project are focusing on the spread of virus-

laden to many regions of the lungs  from the initial site of infection. An example of such a model is 

presented in Figure 3. 

 
Figure 3. An example of patient-specific lung model 

 

 

5. Achieved results 

 

The results of the project have been published in several scientific articles in eminent journals. The first 

research published during the project is an article by Anđelić et. al. [10]. The aim of the research 

presented in this article was to implement genetic programming algorithm (GP) in order to model the 

spread of COVID-19 in China, Italy, Spain, and the USA. The modeling process is based on the 

estimation of epidemic curves derived from the number of infected, deceased and recovered patients. 

Alongside individual country models, the global model was developed as well. From the results, it can 

be seen that models for the number of infected and deceased cases achieved the R2 scores of 0.999, 

while the models for the estimation of the number of recovered patients achieved the R2 scores of 0.998.  

 

Another similar research was also published during the project. The research presented in [11] was 

based on the utilization of GP for estimation of COVID-19 epidemic curves for the USA, for each state 
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individually. On the described way, R2 scores in ranges 0.9406–0.9992, 0.9404–0.9998 and 0.9797–

0.99955 were achieved for the estimations of infected, deceased and recovered patients respectively.  

 

An overview of AI-based epidemiological models was presented in [12], where a detailed systematic 

review was given. 

 

Alongside epidemiological models, another goal of the project was to develop automatic, personalized, 

models that will be used in the treatment of COVID-19 patients. The aforementioned models are used 

in order to develop an automatic decision support system that will be used in clinical practice as help to 

medical professionals. In the research published in [13] a system for the automatic evaluation of the 

lung condition of COVID-19 patients was presented. The aim of this research was to estimate the 

clinical picture of the patient from the x-ray images of the lungs. During the research, multiple 

convolutional neural networks (CNN) were used, and these are: 

 

• AlexNet, 

• VGG-16, 

• ResNet50, 

• ResNet101 and  

• ResNet152. 

 

Results show that the best classification performances can be achieved with ResNet152. By using this 

CNN, micro-AUC and macro-AUC values up to 0.94 were achieved.  

 

Another research, based on the prognosis of disease development, is presented in [14]. In this research, 

a personalized model for COVID-19 disease prognosis is presented. The model is based on the 

combination of machine learning and finite element simulation. By using the presented approach, 

prediction accuracy up to 90% was achieved. 

 

 

6. Conclusion 

 

In the presented project review main activities conducted during the project duration were presented. 

For each activity and model developed a brief description was provided. In addition to the description 

of the activities, a brief description of the publications published as part of the project is given. 
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Abstract: Oral cancer (OC) is a type of head and neck cancer in which malignant cells appear on the 

lips or in the oral cavity (in the mouth). Early detection of OC may increase the chances of survival in 

individuals, but new technologies may be expensive and time-consuming. Lately, the possibility of 

automated medical diagnosis with the aid of Artificial Intelligence (AI) tools has been receiving much 

attention. In this research, the integration of preprocessing techniques along with Xception algorithm is 

proposed for oral squamous cell carcinoma classification. The dataset was obtained from the Clinical 

Hospital Center in Rijeka and consists of 257 histopathology images. The proposed system achieved 

satisfactory results in terms of multiclass classification. 

 

Keywords: Artificial Intelligence, Histopathology images, Oral Squamous Cell Carcinoma, Xception 

 

1. Introduction 

 

Oral cancer belongs to the group of head and neck cancers and most commonly affects the tissues and 

mucous membranes of the mouth and throat [1]. It is one of the most common neoplasms occurring in 

both sexes, where oral squamous cell carcinoma (OSCC) leads this group of malignancies [2]. 

Consumption of tobacco and alcohol are major risk factors for the development of the OC, and their 

synergistic effect increases the risk of developing OC by up to 15 times than in the population that does 

not consume these products. The standard oral cancer diagnostic procedure is based on histopathologic 

examination, however, the major issue in this type of procedure is tumor heterogeneity. Clinician 

subjective component of the examination could have a direct impact on the patient-specific treatment 

intervention. For this reason, image processing techniques and Artificial Intelligence (AI) algorithms 

can be used to enhance objectivity and reproducibility in order to improve survival rates and treatment 

[4]. Recently, numerous AI algorithms have proven to be successful in the field of medicine as well as 

other various fields [5-13]. 

 

The main aim of this research is the multiclass classification of OSCC which could assist the clinician 

in reducing the time needed for histopathological examination as well as reducing inter- and intra- 

observer variability. The overview of the proposed methodology is given in Figure 1. 

 

 
Figure 1. Block diagram of the proposed framework. 

 

mailto:dstifanic@riteh.hr
mailto:ana.zulijani@sz.uniri.hr
mailto:jmusulin@riteh.hr
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2. Methodology 

 

The formalin-fixed, paraffine-embedded oral mucosa tissue blocks of histopathologically reported cases 

of oral lichen planus (OLP), oral leukoplakia (OL) and oral squamous cell carcinoma (OSCC) were 

retrieved from the  

 

archives of Clinical Department of Pathology and Cytology, Clinical Hospital Center in Rijeka. 

Sections were graded into multiple pathologic categories (inflammation, mild OED, moderate OED, 

severe OED architectural and cytological changes in neoplastic epithelium) according to the World 

Health Organization criteria for architectural and cytological changes in epithelium. The OSCC group 

includes well-differentiated OSCC, moderately and poorly differentiated OSCC (grade I, grade II, grade 

III) shown in Figure 2. 

 

 
Figure 2. OSCC group of well-differentiated OSCC, moderately differentiated OSCC and poorly 

differentiated OSCC (grade I, II, and III respectively) 

 

Images were captured using the light microscope (Olympus BX51, Olympus, Japan) equipped with a 

digital camera and transmitted to a computer by CellF software. Histopathology images of OSCC are 

used as input data for AI algorithm to create a diagnostic system for multiclass classification of OSCC. 

When it comes to image data for classification, the data availability can be problematic. To address 

concerns like time-consuming collecting or the small number of images, data augmentation was 

performed. By utilizing augmentation techniques, a new set of 1799 images has been created, which 

gives a total of 2056 images. 

 

In order to achieve robust classification, a feature extraction algorithm, Stationary Wavelet Transform 

(SWT) is used. Such pre-processing approach can reduce the computational complexity of the AI 

algorithms which will result in shorter training time and potentially better performance. To enhance 

important features of an image, SWT coefficient mapping function is utilized. Such function is proposed 

and mathematically described in [14]. Classification algorithm takes a set of digital images obtained by 

experts and returns a class. Xception is convolutional neural network architecture used in this research 

for diagnosis and outcome prediction of oral cancer. It consists of 36 convolutional layers structured in 

14 modules [15]. 

 

3. Results and Discussion 

 

This section demonstrates the obtained experimental results achieved with Xception architecture, which 

is pretrained on ImageNet. To determine the quality of the model statistical measures such as Micro- 

and Macro- Area Under the Curve (AUC) are adopted. 
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The first experimental results achieved with Xception trained with three optimizers: Stochastic Gradient 

Descent (SGD), Adam, and RMSprop are shown in Figure 3.  

 

 
Figure 3. Comparison of mean AUCmacro and -micro values of three optimizers on pre-trained 

Xception 

 

According to the 5-fold cross-validation results, in the case of multiclass classification with no 

preprocessing, it can be concluded that high values of 0.929 AUCmacro and 0.942 AUCmicro are 

achieved in a combination with the RMSprop optimizer. 

 

With the help of SWT, the images were decomposed on the LL, LH, HL, and HH subbands which 

allowed coefficient weighting. LL represents approximation coefficients while LH, HL, and HH 

represent detail coefficients of an image. After the decomposition process, detail coefficients are 

weighted using the mapping function, which resulted in new, modified LH’, HL’, HH’ subbands. 

Modified subbands along with unmodified LL subband were used for SWT reconstruction in order to 

obtain input image for AI algorithm. Using Bayesian optimization, the aim was to find optimal values 

of wavelet mapping function constants, by which the maximum value of the performance measure is 

reached. The most effective constant configuration is shown in Table 1. 

 

Table 1. Constants of coefficient mapping function along with wavelet function and the 

corresponding value of performance measure. 

 

Parameters Xception + SWT 

a b c d wavelet AUCmacro ± σ AUCmicro ± σ 

0.0084 0.0713 0.0599 0.0566 sym2 0.956 ± 0.054 0.964 ± 0.040 

0.0091 0.0301 0.0086 0.3444 db2 0.963 ± 0.042 0.966 ± 0.027 

0.0063 0.0021 0.0771 0.3007 db2 0.947 ± 0.092 0.954 ± 0.069 

 

If the performances, in the case of multiclass classification with preprocessing, are compared, it can be 

noticed that the highest AUCmacro value of 0.963 and AUCmicro value of 0.966 with a standard 

deviation of 0.042 and 0.027, respectively, are achieved with the optimal selection of wavelet 

coefficient mapping function constants and wavelet function. Moreover, when all results are summed 

up, it can be concluded that the highest values of performance measure are achieved using the Xception 

in combination with SWT as a preprocessing technique. 
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The training-validation-testing process during the research was performed on Z4 server. It is a GPU 

based High Performance Computing (HPC) server. The server consists of two Intel Xeon Gold CPUs 

(24C/48T, at 2.4Ghz), 768 GB of ECC DDR4 RAM, and five Nvidia Quadro RTX 6000 GPUs, with 

24 GB of RAM, 4,608 CUDA and 576 Tensor cores. 

 

4. Conclusion 

 

This research highlights the huge potential of the application of AI algorithms and preprocessing 

techniques in order to achieve an effective prognosis of OSCC.  From obtained results, it can be 

concluded that integration of Xception and SWT resulted in the highest performance value of 0.963 

AUCmacro and 0.966 AUCmicro. Future work should use a dataset with more histopathological 

images, in order to achieve a more robust classification system. 
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Abstract: The aim of this paper is to regress the walking speed from all other parameters in given dataset. 

Given dataset consists of the parameters that are divided into four groups: Basic Parameters, Temporary 

Parameters, Spatial Parameters and Height Parameters. Based on the given data, the goal is to train the 

neural network to predict gait speed from other features. Many Python  libraries have been used, and in 

addition to pandas and statistics, the most important are  sklearn.neural_network and 

sklearn.model_selection. The neural network architecture used is a multilayer perceptron (MLP), and 

the regression quality is evaluated using R2 and RMSE metrics. A GridSearchCV was implemented, 

which was used to optimize ie. tune hyperparameters and the results are presented in tables that contain 

true, predicted values, mean squaed errors and standard deviations. The main conclusion is that by 

increasing the number of hidden layers that define the structure of the artificial neural network, the 

training takes longer but also reduces the error, ie. the difference between the true and predicted values. 

Keywords: Artificial intelligence, Machine Learning, MLPRegressor, Multilayer Perceptron 

1. Introduction 

The problem to be solved is the prediction of gait speed from other gait parameters using a multilayer 

perceptron. Joo et al. (2014) [1] applied artificial neural networks and machine learning algorithms with 

the goal of gait speed prediction from plantar pressure. By applying the methods of artificial 

intelligence, more precisely the multilayer perceptron, it is possible to regress the gait speed value from 

the dataset. By correctly adjusting the parameters of the multilayer perceptron, more accurate results 

are obtained. Gait Classification Data Set was created by calculating the walking parameters of a total 

16 different volunteers, 7 female and 9 male. The volunteers of 16 volunteers ranged between 20 and 

34 years old, and their weight ranged from 53 to 95. In order to calculate each walking parameter, 

people were asked to walk the 30-meter long course for three rounds [2]. As mentioned earlier, Gait 

Data consists of the following parameters; Basic Parameters (Speed, Variability, Symmetry), 

Temporary Parameters (Heel Press Time, Cycle Time, Cadence, Posture, Oscillation, Loading, Foot 

Press, Thrust, Double Support), Spatial Parameters (Maximum Heel Height, Maximum Finger Tip 

Height, Minimum Finger Tip Height) and Height Parametars (Step Length, Step Speed, Peak Angle 

Speed, etc.). After analysis of the data set it was necessary to regress the first (Speed) from all other 

parameters using a multilayer perceptron in Python programming language.  

 

2. Methodology 

The shared dataset file (Gait Classification Data Set) contains X and y data where X represents gait data 

and y represents person information for the relevant sample. First of all, it was necessary to convert 

.MAT to .csv format in order to be able to open it in Microsoft Office® Excel for easier feature analysis. 

The conversion was done using the pandas library. In the given dataset there is a total of  48 rows 

representing 16 volunteers where each of them did the test 3 times. There are 24 columns representing 

the gait features as previously described. To solve the regression problem Multilayer Perceptron (MLP) 

has been applied by the authors. Multilayer perceptron is a type of a feed-forward neural network 
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characterized by a single output, multiple inputs and one or more hidden layers [3]. Figure 1. explains 

the architecture in more detail: Multilayer perceptron is a neural network learning algorithm with a 

teacher (supervised learning) that learns a function 𝑓(∙): 𝑅𝑚 → 𝑅𝑜 on a given set of data where m 

represents the number of input dimensions, and o represents the number of output dimensions. For a 

given set of input data: 𝑋 =  𝑥1, 𝑥2, … , 𝑥𝑚 and a given set of output data y, a neural network can learn 

an approximate nonlinear function for classification or regression.  

 

 

Figure 1. MLP – Multi Layer Perceptron [4] 

The first layer represents the input layer consisting of a set of neurons, and they represent the input 

characteristics. Each neuron in the hidden layer transforms the sum of input values and weight factors 

𝑤1𝑥1 + 𝑤2𝑥2 + ⋯ + 𝑤𝑚𝑥𝑚, by applying an activation function (in this case  relu, tanh and logistic 

activation functions were used). The output layer receives values from the hidden layer and transforms 

them into output values. The module contains two available characteristics, named coefs_ and 

intercepts_. Coefs_ represents a matrix of weight factors in which the index i represents the weight 

factor between layer i and layer i + 1. Intercepts_ is a list of bias vectors, where a vector with index i 

represents the bias value added to layer i + 1. After conversion to .csv format, using the same library 

(pandas) a data frame is provided whose values are assigned to a unique variable called data.  

Furthermore, variable X contains only dataset features (Variability, Symmetry, Heel Press Time, etc.), 

without tags (Speed). On the contrary, variable y contains only tags, without features.  Additionally, 

80% of the dataset is randomly selected for the training, and the remaining 20% of the data is used to 

test the model.  One important factor in the performance of the MLPRegressor model are its 

hyperparameters, once the appropriate values for these hyperparameters are set, the performance of a 

model can improve significantly [5]. Since it is difficult to guess the best parameters for the regressor, 

tuning of hyperparameters is performed using GridSearchCV and Cross Validation. GridSearchCV 

(Figure 2.) is the process of performing  hyperparameter tuning in order to determine the optimal values 

for a given model [6]. Aforementioned, the performance of a model significantly depends on the value 

of hyperparameters. Because there is no way to know in advance the best values  for hyperparameters 

so ideally, all possible values must be tried to determine the optimal values. This function helps to loop 

through predefined hyperparameters and fit the estimator (model) on particular training set. So, in the 

end,  the selection of the best parameters from the listed hyperparameters is performed. As above-stated, 

predefined values for hyperparameters are passed to the GridSearchCV function. This is done by 

defining a dictionary in which we mention a particular hyperparameter along with the values it can take.  
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Figure 2. Grid Search [7] 

 

In general, Cross-Validation (Figure 3.) is a resampling procedure used to evaluate machine learning 

models on a limited data sample. The procedure has a single parameter called k or cv that refers to the 

number of groups that a given data sample is to be split into [8]. As such, the procedure is often called 

k-fold cross-validation. In this particular case, given data samples were split into 5 groups (k=cv=5). 

After optimization, along with the best regressor model, prediction results, mean error, and standard 

deviations are displayed using a dictionary. 

 

 

Figure 3. Cross-Validation [9] 

 

3. Results and Discussion 

The tables below were used to show how the performance of the regressor model changes. The 

performance of the regressor model depends mostly on the number of hidden layers of the neural 

network which define its structure. Therefore, different values of the number of hidden layers,  total 

variance explained by model/total variance (R2 metrics), mean squared error values (RMSE metrics), 

and standard deviations are given in the tables as well as the predicted and the true values for the 

particular number of hidden layers.  
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Table 1. Hidden layer sizes = (50, 100, 50) 

R2 R2 stdev RMSE RMSE 

stdev 

0.82080 0.08364 0.00173 0.00086 

 

Predicted values: [1.25, 1.26, 1.35, 1.26, 1.27, 1.29, 1.27, 1.26, 1.26, 1.35] 

True values: [1.31, 1.28, 1.26, 1.27, 1.25, 1.21, 1.25, 1.33, 1.28, 1.18] 

Despite the fact that the training lasts longer, for this case the smallest values of errors and the smallest 

deviations of the predicted walking speeds from the true values are obtained. 

Table 2. Hidden layer sizes = (30, 30, 30) 

R2 R2 stdev RMSE RMSE 

stdev 

0.57567 0.19618 0.00383 0.00201 

 

Predicted values: [1.30, 1.28, 1.38, 1.28, 1.28, 1.29, 1.28, 1.28, 1.40, 1.32] 

True values: [1.31, 1.28, 1.26, 1.27, 1.25, 1.21, 1.25, 1.33, 1.28, 1.18] 

As expected, the training lasted shorter than in the previous case, but the deviation between the predicted 

and exact values also increased. In the following case the size of the model is further reduced and less 

time is expected to be required for training, as even greater deviations than in this case. 

 

Table 3. Hidden layer sizes = (20, 20, 20) 

R2 R2 stdev RMSE RMSE 

stdev 

0.25434 0.06417 0.00694 0.00173 

 

Predicted values: [1.27, 1.29, 1.33, 1.32, 1.32, 1.31, 1.31, 1.28, 1.30, 1.29] 

True values: [1.31, 1.28, 1.26, 1.27, 1.25, 1.21, 1.25, 1.33, 1.28, 1.18] 

 

Table 4. Hidden layer sizes = (20, 10, 2) 

R2 R2 stdev RMSE RMSE 

stdev 

0.26591 0.37596 0.00715 0.00400 

 

Training lasts significantly shorter than in previous cases, it is also logical to expect larger deviations 

from previous cases, which is easy to conclude from the given predictions. In this case, the inability of 
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the model to predict speeds well due to the significantly smaller number of hidden layers, ie. the 

cramped model, is also observed. 

Predicted values: [1.33, 1.33, 1.34, 1.33, 1.33, 1.33, 1.33, 1.33, 1.33, 1.34] 

True values: [1.31, 1.28, 1.26, 1.27, 1.25, 1.21, 1.25, 1.33, 1.28, 1.18] 

 

Table 5. Hidden layer sizes = (8, 4, 2) 

R2 R2 stdev RMSE RMSE 

stdev 

0.01612 0.02242 0.00913 0.00203 

 

Predicted values: [1.33, 1.33, 1.33, 1.33, 1.33, 1.33, 1.33, 1.33, 1.33, 1.33] 

True values: [1.31, 1.28, 1.26, 1.27, 1.25, 1.21, 1.25, 1.33, 1.28, 1.18] 

In the latter case, training takes the least amount of time compared to other cases. Also, the largest 

deviations and the inability of the model to correctly predict the mark, ie. the gait speed due to the given 

limits in the number of hidden layers, are also observed. 

 

4. Conclusion 

From the results of numerical experiments, it is concluded that the multilayer perceptron, more precisely 

the MLP Regressor, better predicts the values of gait speed with a larger number of hidden neurons in 

the layer. This is easily seen from the tables if we look at the results of the metrics (R2 and RMSE where 

R2 changes in the range from 0 to 1 and a value closer to 1 means better prediction or less error) [10]. 

Likewise, a greater number of hidden neurons results in a longer neural network training time and a 

reduced error in predicting gait speed values. The model has been shown to best regress the value of 

the label (Speed) when the size of the hidden layer is (50, 100, 50). The solver that fits the best model 

is ‘lbfgs’ and the activation function is ‘logistic’. Potential points for future work would be additional 

optimization of hyperparameters and the possibility of predicting walking speed for a specific volunteer. 
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Abstract: Training times of ML algorithms is one of their biggest pitfalls, with a large number of 

researchers and developers working on ways to speed up the process. This paper attempts to determine 

the influence of used storage, within a realistic environment – foregoing bloated datasets and models, 

on the training times. The research utilizes two models, on two different architectures, across four 

different storage options: Solid State Drive (SSD), Hard Disk Drive (HDD), RAMDISK and network 

accessed storage. The results show that there is not a large difference in training times, when observing 

realistic cases and suggests that a significant influence on training times is not exhibited by storage. 

 

Keywords: Artificial Intelligence, Execution Timing, Machine Learning, Performance Profiling 

 

1. introduction 

 

Artificial intelligence algorithms have a growing range of applications, including medicine [1, 2], 

propulsion systems [3], robotics [4], economy [5] and others. AI has many branches, and one of the 

most commonly used is Machine Learning (ML). ML algorithms consist of training and testing stages, 

with the training stage of the algorithms being extremely computationally complex [6]. Many efforts 

have been made in the past in order to lower the training times, such as using pretrained models in the 

so-called transfer learning, exhibited by as shown by Sai et al. (2020) [7], Pathak et al. (2020) [8], 

Pesciullesi et al. (2020) [9] and others, with more examples being shown in a survey performed by 

Zhuang et al. (2020) [10]. Another way of speeding up the training procedure is using different 

computer architectures for training such as Graphic Processing Units (GPU) as shown Ridnik et al. 

(2021) [11] by or Tensor Processing Units (TPU)‚ as shown by Wongpanich (2020) [12]. 

Another important feature of ML algorithms is that they develop data driven models. In the training 

stage, the algorithms will read and utilize the existing data in order to adjust the internal parameters of 

the models. This data needs to be loaded from the persistent memory into memory from which it will 

be read. For this reason, a question arises – is it possible to speed up the training process of ML 

algorithms, by using a higher speed storage? This paper will time the execution time of training 

processes of two distinct ML algorithms on different sets of data, in a realistic environment (using 

realistic datasets and algorithms) to determine the influence of data storage on the training times. 

Furthermore, two different computer architectures will be used for training – Central Processing Unit 

(CPU) and GPU, details of which are given in the “Methodology” section. 
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2. Methodology 

 

In this section the overview of methodology used in the research will be given. First, the overview of 

used architectures and datasets is provided, followed by the description of used hardware – both the 

training devices and storage options, with the timing approach being described as the final part of this 

section. 

 

2.1. Used Architectures 

 

Two architectures have been used – Multilayer Perceptron (MLP) and AlexNet.  

Both algorithms are implemented in Python 3.7 using Tensorflow 2.3 and built-in keras library [13]. 

 

2.1.1. MLP 

 

MLP is a feed-forward neural network consisting of an input, output and one or more hidden layers. 

Each layer consists of neurons which act as sumators of the output values of the neurons of the previous 

layer, all of which are connected to it [14]. The architecture used in the presented research consists of 

four hidden layers with four neurons each, with the architecture shown in Figure 1. 

The hyperparameters of the MLP are set as follows: SGD is used as solver, with learning rate being set 

to 1, with batch size of 32. The model is trained for a single epoch. Loss function used is cross entropy. 

 

 
Figure 1. Visualization of the used MLP architecture 

 

2.1.2. AlexNet 

 

Alexnet is a convolutional neural network consisting of multiple 2-dimensional convolution layers 

through which the data passes sequentially – with a densely connected layer at the end, connecting to 

the output neuron. [15] The architecture of the AlexNet is given in Figure 2. The solver used is Adam, 

with batch size of 32 and the used model being trained for a total of 5 epochs each execution. Loss 

function used is, again, cross entropy. 

 

 
Figure 2. Visualization of the used AlexNet architecture 
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2.1.3. Datasets 

 

Two datasets have been used. First consists of 1000 grayscale images, sized 224*225 pixels, and stored 

in NPY tensor format with the shape (1000, 224, 224, 1). The  second is a numerical dataset consisting 

of 1000 data points, with 6 input values and a single output value. As the ultimate performance of the 

algorithms does not factor into the conclusion of this paper both datasets are randomly generated for 

the purposes of timing the used algorithms. The numerical dataset is used for MLP training, while the 

image dataset is used for AlexNet training. 

 

2.2 Training Hardware 

 

As previously mentioned the models were trained using GPU and CPU. The CPU used is Intel Xeon 

Gold 6240, with 24 Cores and 48 Threads [16]. The clock of the CPU has been set to a fixed value of 

2.4 GHz. The GPU used for training is Nvidia RTX 6000, with 576 Tensor Cores , 4608 CUDA cores 

and 24GB of GDDR5 RAM, with nominal clock speeds [17]. Both of the training devices are 

implemented within the same server node with 768 GB of Registered ECC DDR4 RAM; implemented 

on the SuperMicro X11DPG-OT-CPU motherboard. 

 

2.3. Used Storage  

 

Four storage variants have been used. First is the SSD used as the boot drive of the server consisting of 

two drives connected in RAID 1, in M.2 format, connected using NVME protocol.. Second is HDD, 

consisting of sic 6 TB drives in RAID 5, connected via 6 Gbps SATA connection. Both HDD and SSD 

storage use BTRFS file system. Third is the Ramdisk, with the size of 10 GB, mounted within the ECC 

RAM of the node and created using ramdisk Linux utility. Finally, the network storage. In this case, the 

data is stored on a separate node connected with a 1 Gbps Ethernet connection, and internally mounted 

using CIFS utility. Due to the speed bottleneck being the Ethernet connection, no matter which media 

is used for remote storage, multiple variants of remote storage have not been tested. 

 

2.4. Timing 

 

The timing is performed using time built-in Linux system command [18]. This command is used by 

specifying it before the execution command, for example: 

 

time python mlp.py 

 

The time command will return three values: 

• 𝑇𝑅 – real time, the time passed between the execution and the return of the command. 

Sometimes referred to as “Wall time”, in a reference to this time being equal to user timing the 

execution using a clock. 

• 𝑇𝑈 – user time, time spent on command execution outside of the kernel, in User mode. 

• 𝑇𝑆  – system time. Time spent on command execution inside the kernel, in Kernel mode. 

 

Real time is of no real consequence in timing the execution of the processes, as the training process can 

be interrupted by various system calls of higher priority, extending the real execution time [19]. To 

obtain the actual time the program has spent on the execution, the time spent on execution on commands 

in User and Kernel mode needs to be added [20]: 

 

𝑇𝐸 = 𝑇𝑈 + 𝑇𝑆, (1) 
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where 𝑇𝐸 is the actual execution processing time. In the Results and Discussion section, only this times 

will be presented.  

 

3. Results and Discussion 

 

The execution times recorded using the described methodology are given in Table 1. for GPU and Table 

2. for CPU. 

 

Table 1. Average GPU Performance 

Model Storage 𝑻𝑬
̅̅̅̅  (𝝈) [mm:ss.000] 

(N=10) 

MLP SSD 00:48.563 (00:01.752) 

HDD 00:48.083 (00:03.170) 

Ramdisk 00:48.528 (00:01.140) 

Remote 00:46.733 (00:06.113) 

AlexNet SSD 00:39.973 (00:01.081) 

HDD 00:40.049 (00:01.150) 

Ramdisk 00:41.048 (00:01.135) 

Remote 00:40.783 (00:00.869) 

 

Table 1 shows the average execution times over ten runs, with standard deviation noted for CPU. It can 

be easily noticed that execution time for AlexNet is significantly higher on the CPU. 

 

Table 2 shows the execution times for both architectures on the GPU. It can be seen that the execution 

times are relatively similar; with AlexNet execution times being somewhat lower. This is caused by the 

fact that the operations in AlexNet (Convolutions) are more optimal to perform on the GPU architecture 

then the ones in MLP. 

 

 

Table 2. Average CPU Performance 

Device Storage 𝑻𝑬
̅̅̅̅  (𝝈) [mm:ss.000] 

(N=10) 

MLP SSD 00:29.432 (00:01.210) 

HDD 00:29.852 (00:00.919) 

Ramdisk 00:30.378 (00:01.301) 

Remote 00:29.506 (00:00.906) 

AlexNet SSD 14:10.753 (00:14.413) 

HDD 14:07.912 (00:14.228) 

Ramdisk 14:15.180 (00:12.434) 

Remote 14:14.639 (00:09.880) 
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Figure 3. Training time per storage variant for MLP on CPU 

 

Figure 3 shows that all the measured times fall within the margin of error of individual measurements, 

meaning that the influence of storage option is negligent in the observed case. 

 

 
Figure 4. Training time per storage variant for AlexNet on CPU 

 

Figure 4 shows the equivalent case as the previous one with measurements falling within the margin 

of error, determined using standard deviation of individual measurements. 

 

 
Figure 5. Training time per storage variant for MLP on GPU 
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Figure 5 shows the similar case, with only the remotely accessed data showing a statistically 

significant slowdown in comparison to the use of Ramdisk in this case. It should also be noted that 

this case shows a slowdown compared to the CPU times for MLP. The reason for that is easily 

explainable – the training times for CPU and GPU are similar, due to a small architecture being used, 

but loading times for GPU are slower as the data needs to be loaded into the RAM (except in the case 

of the Ramdisk) before being transferred to GPU onboard memory. 

 

 

 
Figure 6. Training time per storage variant for AlexNet on GPU 

 

Figure 6 shows the similar situation in regards to the training times. What should be noted is a 

significantly faster training times exhibited by the GPU in comparison to the same model on the CPU. 

 

4. Conclusion 

 

The observed data shows that storage choice has a negligent influence on the training times, and in 

realistic cases the data may be stored in whichever storage is readily available to the user. Much more 

significant difference in the training times are exhibited in the use of appropriate training architectures, 

which can be easily noted when comparing execution times of AlexNet on CPU and GPU. 

 

Acknowledgments 

 

This research has been (partly) supported by the CEEPUS network CIII-HR-0108, European Regional 

Development Fund under the grant K.01.1.1.01.0009 (DATACROSS), project CEKOM under the grant 

KK.01.2.2.03.0004, CEI project “COViDAi” (305.6019-20), and University of Rijeka scientific grant 

uniri-tehnic-18-275-1447. 

 

References 

 

[1] Lorencin, Ivan, et al. "Automatic Evaluation of the Lung Condition of COVID-19 Patients Using 

X-ray Images and Convolutional Neural Networks." Journal of Personalized Medicine 11.1 (2021): 

28. 

[2]   Lorencin, Ivan, et al. "On Urinary Bladder Cancer Diagnosis: Utilization of Deep Convolutional 

Generative Adversarial Networks for Data Augmentation." Biology 10.3 (2021): 175. 

[3]  Baressi Šegota, Sandi, et al. "Improvement of Marine Steam Turbine Conventional Exergy 

Analysis by Neural Network Application." Journal of Marine Science and Engineering 8.11 (2020): 

884. 



Student Scientific Conference RiSTEM 2021, Rijeka, 10. 06. 2021 

  25 

[4] Baressi Šegota, Sandi, et al. "Path planning optimization of six-degree-of-freedom robotic 

manipulators using evolutionary algorithms." International Journal of Advanced Robotic Systems 

17.2 (2020): 1729881420908076. 

[5] Štifanić, Daniel, et al. "Impact of covid-19 on forecasting stock prices: an integration of stationary 

wavelet transform and bidirectional long short-term memory." Complexity 2020 (2020).  

[6] Car, Zlatan, et al. "Modeling the spread of COVID-19 infection using a multilayer perceptron." 

Computational and mathematical methods in medicine 2020 (2020). 

[7] Cai, Chenjing, et al. "Transfer learning for drug discovery." Journal of Medicinal Chemistry 63.16 

(2020): 8683-8694. 

[8] Pathak, Yadunath, et al. "Deep transfer learning based classification model for COVID-19 disease." 

Irbm (2020). 

[9] Pesciullesi, Giorgio, et al. "Transfer learning enables the molecular transformer to predict regio-and 

stereoselective reactions on carbohydrates." Nature communications 11.1 (2020): 1-8. 

[10] Zhuang, F., Qi, Z., Duan, K., Xi, D., Zhu, Y., Zhu, H., ... & He, Q. (2020). A comprehensive 

survey on transfer learning. Proceedings of the IEEE, 109(1), 43-76. 

[11] Ridnik, Tal, et al. "Tresnet: High performance gpu-dedicated architecture." Proceedings of the 

IEEE/CVF Winter Conference on Applications of Computer Vision. 2021. 

[12] Wongpanich, Arissa. "Efficient Parallel Computing for Machine Learning at Scale." (2020). 

[13] Abadi, Martín, et al. "Tensorflow: A system for large-scale machine learning." 12th {USENIX} 

symposium on operating systems design and implementation ({OSDI} 16). 2016. 

[14] Lorencin, Ivan, et al. "Using multi-layer perceptron with Laplacian edge detector for bladder cancer 

diagnosis." Artificial Intelligence in Medicine 102 (2020): 101746. 

[15] Yu, Wei, et al. "Visualizing and comparing AlexNet and VGG using deconvolutional layers." 

Proceedings of the 33 rd International Conference on Machine Learning. 2016. 

[16] Intel Xeon Gold 6240R Processor 

https://ark.intel.com/content/www/us/en/ark/products/199343/intel-xeon-gold-6240r-processor-35-

75m-cache-2-40-ghz.html, accessed on 15th April 2021 

[17] NVIDIA Quadro RTX 6000 https://www.nvidia.com/en-us/design-visualization/quadro/rtx-6000/, 

accessed on 15th April 2021 

[18] Time man page, https://man7.org/linux/man-pages/man1/time.1.html, accessed on 19th of April 

[19] Hallinan, Christopher. Embedded Linux primer: a practical real-world approach. Pearson 

Education India, 2011. 

  

https://man7.org/linux/man-pages/man1/time.1.html


Student Scientific Conference RiSTEM 2021, Rijeka, 10. 06. 2021 

  26 

  



Student Scientific Conference RiSTEM 2021, Rijeka, 10. 06. 2021 

  27 

ISBN: 978-953-8246-22-7 

 

Medical data annotation and json to dataset conversion using LabelMe and Python  

 

Karlo Severinski 1, Tajana Cvija 2 

 
1 Faculty of Engineering, University of Rijeka, Vukovarska 58, 51000 Rijeka, Croatia, 

kseverinski@riteh.hr, tcvija@riteh.hr. 
* Correspondence: kseverinski@riteh.hr;  

 

Abstract: This paper will discuss the use of the LabelMe tool for annotation of radiological data. 

Annotations will be made of the prostate and the bladder that 

will thus be prepared for the use of U-net semantic segmentation. The goal of this paper is to show how 

to prepare annotated data for processing using U-net and their conversion from jpeg format to json data 

and the conversion of json data into an annotation mask for later use in semantic segmentation. The 

annotation tool used is the already mentioned LabelMe as part of the anaconda package and the 

programming language Python as support for method implementation. The obtained results are 

presented in detail in the paper. The results provide the necessary data for later use in semantic 

segmentation. 

 

Keywords: annotation, artificial intelligence, dataset, json, LabelMe, Python, semantic segmentation, 

U-net 

 

1. introduction 

 

Since its first use in medical purpose in the 1960s, the concept of artificial intelligence has been 

especially appealing to health care, particularly radiology. With the development of ever more powerful 

computers from the 1990s to the present, various forms of artificial intelligence have found their way 

into different medical specialties [1]. Today, the area of computer vision is used mainly in the field of 

recognizing various cancers such as bladder cancer [2] or in the diagnosis of other diseases such as 

COVID-19 that may include a CT scan [3]. This is important because using such tools can help medical 

doctors with faster and more reliable diagnosis. Before processing such data, it is necessary to annotate 

the data on radiological images, such as CT images of the bladder. In this paper, LabelMe annotation 

tool was used for the annotation of the bladder and the prostate on the CT scan images. LabelMe is not 

only a software annotation tool that can be used online or offline on a local computer but also an online 

database for all kinds of data with already made labels for faster use [4, 5]. The LabelMe tool can be 

used both for picture and video annotation [6]. The custom dataset consists of 235 frontal CT scan 

images, 124 horizontal CT scan images and 54 sagittal plane CT scans. In this paper, instead of cancer, 

the bladder and the prostate are annotated to demonstrate the use of LabelMe and the conversion of this 

data into an annotation mask. After the annotation, the picture is first transferred to a JSON file format, 

which is generated with the LabelMe software [7]. JSON is designed to be a data exchange language 

which is human readable and easy for computers to parse and use [8]. JSON holds the data that is needed 

to reconstruct the label, the annotation mask, of the labelled body part or organ, in this case the bladder 

and the prostate [9]. The reconstruction is done by the Python command labelme_json_to_dataset which 

can be used as a batch command for a large number of annotated data. By the end of this process, ready-

made data is obtained for use with U-net semantic segmentation [10, 11] and later with CNN [12]. 

 

2. Methodology 
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As mentioned in the introduction, CT scan data were used for this study, in the proportions given in the 

introduction. At the beginning, the data were sorted by person, i.e. the data in the first folder were a 

reference to person 1, in the second folder to person 2 and so on. The given CT data represent a mix of 

healthy people and people with different types of tumours. The types of tumours in the data are papillary 

tumours and bladder wall formation and bladder wall thickening. Tumour types are not so important 

because the paper refers only to the organs and not their deformities. An example of a horizontal CT 

scan, a healthy bladder compared to a bladder with wall thickening is shown in Figure 1. 

 

 
a) 

 
b) 

Figure 1. a) Healthy bladder, b) Bladder thickening (red circle) 

 

So, because of the assumption that the requirement for a  

computer to later recognize both a healthy bladder and a healthy prostate and a bladder and a prostate 

with cancer, this paper will not touch on the recognition of tumours but organs as a whole, completely 

generalized (whether healthy or unhealthy).  

The next step is to use the LabelMe software package for the organ annotation. LabelMe allows easy 

loading of the .jpeg format and its annotation using polygons. An example of such annotations is shown 

in Figure 2. All 413 CT scans were annotated in a similar manner.   
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Figure 2. Annotation example using polygons tool, the red annotation represents the bladder and the 

green annotation represents the prostate. 

 

As already mentioned, LabelMe saves annotations as a .json file and saves the data needed for 

conversion to a .png label in there. Converting data from .json to .png is possible, and in this paper, it 

is executed using the Pyton programming language. The command used for the conversion is 

labelme_json_to_dataset and, to speed up the conversion, it is executed as a batch command. The syntax 

is displayed in Figure 3. 

 

 
Figure 3. Batch conversion code  

 

Where the “range” variable represents the number of .json files in the folder, the data is named with 

numbers from 1 to n, where then n = range. The variable “a” represents the current number of iterations 

of the loop. With this, the annotation of data and their conversion into labels is completed, and their 

preparation for further use in U-net semantic segmentation and CNN is complete. 

 

3. Results and Discussion 

 

The results obtained after the conversion are shown in Figure 4. for the horizontal plane, Figure 5. for 

the frontal plane and Figure 6. for the sagittal plane. The final output of the conversion is the original 

CT scan, then the label names in the text document, the png label and the label display on the original 

data.  

  

 
a) 

 
b) 

Figure 4. a) Original CT scan image in the horizontal plane, b) The annotation mask (label) of the 

bladder (red) and the prostate (green) for the given image.  
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a)                                                                                                                b) 

Figure 5. a) Original CT scan image in the frontal plane, b) The annotation mask (label) of the 

bladder (red) and the prostate (green) for the given image 

 

a)                                                                                                                   b)  

Figure 6. a) Original CT scan image in the sagittal plane, b) The annotation mask (label) of the 

bladder (red) and the prostate (green) for the given image 

 

 

A CT scan showing the annotation on the original image is also given, which is, as stated, also one of 

the output data. The view is given for the horizontal plane in the Figure 7. 
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Figure 7. Original image with the annotation   

 

From the given figures it can be seen that, by using the LabelMe software package and later Python, we 

can get a visually good annotation of the desired organs. All other annotations are similar. The smaller 

the difference between the lines of annotations and the actual representation of the organ in the original 

image, the  

the better and more accurately will the computer determine it through artificial intelligence algorithms, 

that is, learn where which organ is. The responsibility for determining the annotation lies, of course, 

with the person, that is, the person who annotates, so the errors of that nature relate to the human factor. 

That is why when working with such data it is necessary to seek the opinion of a specialist from the 

related field in which the work is done, since they greatly help in the annotation. 

 

4. Conclusion 

 

Concluding on the converted data. As already stated and as can be seen this approach to data preparation 

for semantic segmentation is successful. The preparation process obtained satisfactory output data 

where the annotation of an individual organ is clearly recognized. The annotations shown on the original 

CTs were also used to check the annotation. The next step in using this data is U-net [13] semantic 

segmentation. It is now necessary to sort all input and output data of the patient into one independently, 

i.e. 6 folders, then load them and do the segmentation using Python code. Further, this data will be used 

with MobileNetV2 U-net segmentation method. 
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Abstract: The Digital Imaging and Communications in Medicine (DICOM) is the standard method for 

the transmission and storage of medical images and their associated information. However, it is not 

readable by every software. The goal of this study was to extract medical images from multiple .dcm 

files at once and convert them into the more popular .jpg format. The extraction and conversion were 

done by using programming language Python. Multiple files were successfully converted and stored in 

.jpg format of the satisfying quality and the output data could easily be displayed by any image viewing 

software. The output data can be henceforward used with the annotation tools and artificial intelligence 

to diagnose lung cancer or other diseases. 

Keywords:  DICOM, JPG, Python 

 

1. introduction 

 

In the last few decades the rapid develompent of digital technology has made it enter almost every 

aspect of people's lives so, naturally, it has become more and more important in medicine as well. 

Computers are used to read, display, store and process medical data obtained from various diagnostic 

devices as well as to help in diagnosing certain medical conditions (Computer-Aided Diagnosis) [1]. 

Because of many directions in development of medical imaging equipment, it was very important to 

make a standard for connection and information exchange between medical appliances [2]. That is why 

the American College of Radiology (ACR) and the National Electrical Manufacturers Association 

(NEMA) formed a joint committee that created a standard method for the transmission of medical 

images and their associated information [3].  The Digital Imaging and Communications in Medicine 

(DICOM) Standard specifies a non-proprietary data interchange protocol, digital image format, and file 

structure for biomedical images and image-related information [4] such as patient's name, age, sex etc.  

Although the advantages of images being stored as parts of DICOM files are obvious, they are not 

readable by every software unlike more popular formats such as JPG or PNG, especially for non-

professionals. In this paper the conversion from DICOM to JPG file format was done in Python by 

using Pydicom and Pillow packages. Pydicom is an open source package for reading and writing 

DICOM files using the Python programming language [5] and Pillow (Python Imaging Library) is a 

library that adds image processing capabilities to Python interpreter. It is designed for fast access to 

data stored in a few basic pixel formats [6]. The used .dcm files were CT scans of lungs retrieved from 

The Cancer Imaging Archive webpage by using with the NBIA Data Receiver. Since converting files 

one by one can be time consuming, the emphasis was on creating a program that was going to convert 

multiple .dcm files to .jpg files automatically and save them. It is possible to extract much more 

information than just the images from DICOM files [7], but that subject is not going to be discussed in 

this paper. 

 

2. Methodology 
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As previously mentioned, CT scans of lungs were used in this study. The scans were downloaded from 

The Cancer Imaging Archive webpage by using with the NBIA Data Receiver. The downloaded files 

were already sorted into separate folders with each folder referring to a different case. The .dcm files in 

folders contained the axial plane CT scans of lungs.  

The next step was to create a program that was going to convert all the .dcm files inside one folder to 

.jpg files.  

The two previosly mentioned libraries had to be installed prior to that, which was done by typing and 

executing pip install pydicom and pip install pillow commands in the Command Prompt window. The 

os and numpy libraries were already installed. 

 

 
a) 

 
b) 

 
c) 

 

 
d) 

 
e) 

Figure 1. Multiple files automatic .dcm to .jpg conversion code. a) importing the libraries, b) .dcm 

files listing function definition, c) applying b) on the specified directory, d)  .dcm to .jpg conversion 

function definition, e) multiple files conversion loop 

The importing of the named packages is done as shown in the Figure 1. a). After that, two functions 

were defined. 

The first function scans all the files in one specified directory and stores their names if they are .dcm 

type. Its definition is given in Figure 1. b).  It is then applied on a specific folder that contains multiple 

.dcm files as shown in the Figure 1. c). 

The definition of the second function is given in the Figure 1. d). The function reads a specified .dcm 

file inside a specified folder by using pydicom.dcmread command. Then pixels' information of the 

medical image are stored in an array of float type to avoid overflow or underflow losses [8] by using 

pixel_array.astype(float) command. Since .dcm files typically contain much more grayscale 

information than .jpg files do [9], the rescaling had to be done for the images to display the information 

correctly. The rescaled array was then converted to image by Image.fromarray command. 



Student Scientific Conference RiSTEM 2021, Rijeka, 10. 06. 2021 

  35 

Lastly, the loop that applies the conversion on multiple files and stores them in .jpg format is given in 

the Figure 1. e). 

After executing the whole code, multiple .dcm files inside one folder were automatically converted and 

stored as .jpg images. 

 

3. Results and Discussion 

 

The results obtained from conversion are shown in the Figure 2. The images show different slices of 

the same CT scan. Figure 2. a) shows the CT scan of the beginning of lungs (upper part). Figure 2. b) 

shows the CT scan of the middle part of the lungs and Figure 2. c) shows the CT scan of the end of the 

lungs (lower part) [10]. 

From the given figures we can see that the Python programming language can be used for medical 

image data extraction from .dcm files and their conversion to more popular format such as .jpg. The big 

advantage of such format is that it is easily read and displayed by almost every image viewing software. 

However, for medical study purposes it cannot replace .dcm files, which store many useful information 

since they are much more than image data. 

 

 
a) 

 
b) 
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c) 

Figure 2. CT scan of lungs converted to .jpg  format a) upper part of the lungs, b) middle part of the 

lungs, c) lower part of the lungs 

4. Conclusion 

 

Concluding on the converted data. The extraction of medical image data from multiple .dcm files and 

their conversion to .jpg format by using Python has been successful. The execution of the written code 

obtained satisfactory output data which can be henceforward used with the annotation tools and artificial 

intelligence to diagnose lung cancer or other diseases.   
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Abstract: This paper presents a calculation of energy and exergy efficiency with energy and exergy 

losses of the entire nuclear power plant and all of its constituent components. The main idea of the 

performed analysis is to be a baseline for further improvements and optimizations of the entire nuclear 

power plant or any of its components. Assumed energy efficiency of the nuclear reactor equal to 90% 

gives as a result that nuclear reactor generated heat of 3335,73 MW, while the cumulative power of two 

turbines (high pressure turbine – HPT and low pressure turbine – LPT) was 874,27 MW. Using these 

data, it is possible to calculate the energy and exergy efficiency of the whole power plant, both of them 

are around 27%, which is acceptable. However, the performed analysis show which components can be 

improved – the future work will be based firstly on these components. 

 

Keywords: Efficiency, Energy, Exergy, Nuclear power plant, Steam turbine 

 

1. Introduction 

 

A nuclear power plant is a facility whose primary function is to generate electric energy from the energy 

contained in the nuclear fuel [1, 2]. The schematic representation of the nuclear power plant is shown 

in Figure 1, showing all components of the plant with the fluid operating states (operating points) before 

and after each component [3]. Entry data were given in the form of pressure, temperature, and specific 

enthalpy for every state of the fluid. The main difference between a nuclear power plant and a classic 

thermal power plant is in different fuel used for generating heat [4, 5]. Nuclear plants use different 

isotopes of uranium, which then go through a process of fission, where the atom is broken into two or 

more pieces which generate an immense amount of energy. These processes take place in the reactor 

and are not thoroughly described in this work. The steam generator is using produced energy from 

uranium to generate steam, which is then used to generate useful work in the turbines [6]. After the first 

turbine (high pressure turbine – HPT), the water droplets in steam are separated in the moisture separator 

(M.S.), and before the steam enters the second turbine (low pressure turbine – LPT), it’s reheated in 

reheater (R.H.), Figure 1. After the second turbine (LPT), the remaining steam goes in the main steam 

condenser where the condensation occurs [7]. Water from the main steam condenser is then again heated 

in a series of heat exchangers (regenerative heaters) [8, 9] by the steam separated from the turbines, 

moisture separator, and the reheater. Heat exchangers are connected with a series of pumps, which are 

used to return water to the steam generator [10]. Oxygen and other gasses dissolved in the water are 

removed in the deaerator (DEA), Figure 1.  

In this research is performed energy and exergy analysis of each component (from Figure 1), as well as 

of the entire nuclear power plant. 

 

2. Energy and exergy equations 

 

Energy is defined by the first law of thermodynamics and it is independent of ambient conditions, while 

the exergy is defined by the second law of thermodynamics and is heavily influenced by ambient 

conditions [11, 12]. 
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Figure 1. Schematic representation of the nuclear power plant [3] 

 

Energy analysis 

 

The mass flow rate before and after each control volume must be the same, assuming no leakage 

throughout control volume (Eq. 1). Energy balance is shown in Eq. 2, with disregarded potential and 

kinetic energy [13, 14]: 

 
∑ 𝑚̇in = ∑ 𝑚̇out, (1) 

 

𝑄̇ − 𝑃 = ∑ 𝑚̇out  · ℎout − ∑ 𝑚̇in  · ℎin. (2) 

 

In the above equations, 𝑚̇ is mass flow rate in (kg/s), 𝑄̇ is heat energy flux in (W), P is power in (W) 

and h is specific enthalpy in (J/kg). Indexes in and out denotes input and output streams. The energy 

flow of any fluid stream [15] can be calculated as shown in Eq. 3: 

 

𝐸̇eng = 𝑚̇ · ℎ.        (3) 

 

The overall formula for energy efficiency is displayed by Eq. 4: 

 

𝜂eng =  
Energy output 

Energy input 
. (4) 

 

Exergy analysis 

 

Exergy balance is defined by Eq. 5 with disregarded potential and kinetic energy [16]: 

 

𝑋̇heat − 𝑃 = ∑ 𝑚̇out  · 𝜀out − ∑ 𝑚̇in  · 𝜀in. (5) 

 

Two elements of Eq. 5 should be additionally defined. Specific exergy (𝜀) is defined as a universal 

measure of work potential or quality of different forms of energy in relation to a given environment 

[17]. The formula for specific exergy is defined by Eq. 6, where h0, s0 and T0 are specific enthalpy, 

specific entropy in (kJ/kg∙K), and temperature in (K) of the ambient [18]: 

 

𝜀 = (ℎ − ℎ0) − 𝑇0 · (𝑠 − 𝑠0). (6) 
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The second element of Eq. 5 (Ẋℎ𝑒𝑎𝑡) is the net exergy transfer by heat at the temperature (T) [19] and 

its formula is defined by Eq. 7: 

 

𝑋̇heat = ∑(1 −
𝑇0

𝑇
) · 𝑄̇. (7) 

 

The exergy flow of any fluid stream can be defined by Eq. 8: 

 

𝐸̇exg = 𝑚̇ · 𝜀. (8) 

 

The general formula for exergy efficiency is shown in Eq. 9: 

 

𝜂exg =  
Exergy output 

Exergy input 
. (9) 

 

There were some exceptions where variations of formulas for efficiency were used. Since it is unknown 

how much energy is produced in the reactor, energy efficiency of the steam generator was assumed to 

be 90% and Eq. 10 was used to calculate heat flow from the reactor: 

 

𝑄̇ =
 𝑚̇1·ℎ1− 𝑚̇3·ℎ3

𝜂eng 
. (10) 

 

Similarly, energy efficiencies for pumps were assumed from 75% to 95% with a 5% step in between 

for the pump used power calculation. 

 

Turbine energy efficiency was calculated using real (polytropic) and ideal (isentropic) expansion points 

and steam extraction at a certain pressure points. Both turbines have two cylinders, and the mass flow 

rate which enters into each cylinder is separated into two equal flows. Similarly, polytropic expansion 

points were given in the entry data for every pressure point of fluid separation, while the isentropic 

points were read from the specific enthalpy-specific entropy (h–s) diagram with the same specific 

entropy as at the point on the turbine entrance. Schematic presentation of left part from the low pressure 

turbine cylinder (LPT) along with operating points required for the analysis is shown in the left part of 

Figure 2. In the right part of Figure 2 are presented ideal (isentropic) and real (polytropic) steam 

expansion processes through left LPT part. The same procedure in the energy analysis as for the LPT 

left part is used for the HPT cylinder parts as well as for the LPT right part. In comparison to energy 

analysis of each turbine cylinder, exergy analysis requires only real (polytropic) expansion process. 

Equations for the entire analysis are taken from the available literature [20-22]. 

 

All the data required for the analysis are found in [3]. The ambient temperature and pressure required 

for the exergy analysis are 25 °C and 1 bar. Water and steam specific enthalpies, specific entropies and 

specific exergies are calculated by using NIST-REFPROP software [23]. 

 

3. Results and Discussion 

 

3.1. Turbines 

 

Since turbines are the most important components of a power plant, the turbine powers with its energy 

and exergy losses are shown in Figure 3. Power is calculated for each part of each cylinder with its 

losses and then summed up for both turbines. The ideal (isentropic) power of the low pressure turbine 

(LPT) is equal to 670,65 MW, while the real (polytropic) power is equal to 482,24 MW. The difference 

between the two powers is equal to energy losses. The same is valid for the high pressure turbine (HPT). 

High pressure turbine has a real (polytropic) power of 392,03 MW, and the total turbine power is 874,27 

MW, which is used to calculate the efficiency of the whole process. 
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Figure 2. Mass flows and expansion processes of the low pressure turbine (LPT) - left half 

 

 
Figure 3. Turbine powers, energy and exergy losses  

 

The energy efficiency of the whole high pressure turbine (HPT) is equal to 71,10%, while the exergy 

efficiency is 84,45%. The whole low pressure turbine (LPT) has an energy efficiency of 71,9% and the 

exergy efficiency of 61,8% as it can be seen in Figure 4. Along with the mentioned, in Figure 4 can also 

be seen energy and exergy efficiencies of each part (each half) of each turbine cylinder. 

 

 
Figure 4. Turbine energy and exergy efficiency 
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3.2. Pumps 

 

The numeration of pumps is performed according to Figure 1. Also, it was mentioned earlier how the 

calculation of losses and exergy efficiency for each pump was made. The plant has a total of 6 pumps 

with unknown powers. Figure 5 shows how exergy efficiency for different pumps is changing with 

different energy efficiencies. Pump 5 had the highest calculated power with different energy 

efficiencies, around 20 MW, while pump 3 had the lowest power, around 90 kW. Also, the same pumps 

had the highest and lowest energy losses. Pump 2 had the lowest exergy efficiency, around 40%, and 

pump 1 had the highest exergy efficiency, around 85%. 

 

 
Figure 5. Exergy efficiency of pumps compared to different energy efficiency 

  

3.3. Heat exchangers (regenerative heaters) 

 

In the observed nuclear power plant, heat exchangers are used for heating the water from the condenser 

up to the steam generator. In the power plant, there are 6 closed heat exchangers – four low pressure 

ones (LP) and two high pressure heaters (HP), Figure 6. Heat exchangers are using steam to heat water 

(markings are in relation to Figure 1). Figure 6 shows the energy and exergy efficiency of all heat 

exchangers. As it can be seen, HP1 (the first high pressure heat exchanger) has an energy efficiency of 

almost 100% so there are no energy losses. Other heat exchangers have energy efficiencies from 84% 

to 97%. Exergy efficiency varies from 60% to 90% for different heat exchangers. HP2 has the highest 

energy losses due to the lowest energy efficiency. HP2 also has the biggest exergy losses, while HP1 

has the lowest exergy losses. 

 

 
Figure 6. Energy and exergy efficiency of heat exchangers 
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3.4. Other components 

 

Another important component of the power plant is the condenser. The condenser is a component that 

condenses the remaining steam from the turbines into the water. The condenser has a relatively high 

energy efficiency of 94%, but its energy losses are very high and equal to 128,76 MW. High energy 

losses in condenser are usual for any power plant, because of heat loss from turning the steam into 

water. Its exergy efficiency is equal to 78% and exergy losses are around 22 MW.  

Deaerator, reheater, moisture separator and steam generator are components where energy efficiency is 

almost 100%, so the energy losses are minimal. Exergy efficiency on the other hand is not equal to 

100%, it varies from 78% to 98% percent for the specified components. 

 

3.5. The whole process 

 

As mentioned earlier, generated heat in the reactor is equal to 3335,73 MW while the cumulative power 

of the turbines is 874,27 MW. Using the formula for energy efficiency which says that the efficiency 

of the process is equal to cumulative produced mechanical power over generated heat, energy efficiency 

is equal to 26,2%. The formula for exergy efficiency is similar, but generated heat in the formula is 

multiplied by a factor of 0,94 (0,94 is exergy factor for heat transfer). The exergy efficiency of the 

process is 27,9%. Energy losses of the whole plant are equal to 2461,46 MW while exergy losses of the 

whole plant are 2261,32 MW. 

 

4. Conclusion 

 

Nuclear power plants were often a taboo topic, mostly because of human errors in the past. Those errors 

caused catastrophic events around the globe. But, is nuclear power as scary and dangerous as people 

often think it is? The answer is no, nuclear power plants are one of the safest facilities that men have 

designed because of strict safety rules and over-engineering its most dangerous components.  The main 

difference between a nuclear and a thermal plant can be found in the used fuel, which has its advantages 

and disadvantages (uranium over conventional fuels). The main con of uranium fuel is its storage, as it 

is still radioactive after use in the plant. But the fuel is not carbon-based and it is not burning, so it has 

no effect on global warming, which is the biggest problem of thermal power plants. Nuclear power 

plants around the globe are being shut down, but instead of converting to thermal power plants only, it 

is necessary to build “green” renewable energy power plants. 

The idea of this work was to calculate the efficiency of all components of the power plant using energy 

and exergy analyses and the results are satisfying. Energy and exergy efficiencies for all components 

are in order and within reasonable borders. The efficiencies of the whole process are within normal 

borders too. The idea of this work was to have a better look at all components of the power plant, and 

an insight into which component has the greatest losses. Future work will be based on the improving 

the plant efficiency and minimizing plant losses. 
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Abstract: Monitoring the fetus during pregnancy and childbirth is a great challenge for the obstetric 

team. Proper monitoring of the fetus during pregnancy and childbirth is very important in order to detect 

deviations and complications in a timely manner and thus for a better perinatal outcome for the newborn 

and the mother. In this paper, a brief description of cardiotocography and ultrasound, as two main 

methods for fetus monitoring is provided.  
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1. Introduction 

 

Monitoring the fetus during pregnancy and childbirth is a great challenge for the obstetric team. Proper 

monitoring of the fetus during pregnancy and childbirth is very important in order to detect deviations 

and complications in a timely manner and thus for a better perinatal outcome for the newborn and the 

mother. Monitoring the fetus in pregnancy and childbirth is still a very current topic today. Modern 

perinatology aims to enable the birth of a healthy newborn. 

Today, obstetrics uses modern and sophisticated devices that monitor the fetus during pregnancy and 

childbirth. We use cardiotocography and ultrasound to monitor the fetus during pregnancy and 

childbirth. In this article, a brief description of both procedures will be provided. 

 

2. Cardiotocography 

 

Cardiotocography is a method of monitoring the fetus during pregnancy and childbirth. 

Cardiotocography is most commonly used around the 30th week of pregnancy and is used until the end 

of labor. Cardiotocography is considered the gold standard in modern obstetrics. Cardiotocography 

monitors the heartbeat and contractions of the uterus. It is used routinely, during every gynecological 

examination after the 30th week of pregnancy and in every birth. Normal, physiological fetal heart rate 

is 110 / min to 160 / min. If they are below 110 / min then fetal bradycardia occurs and if they are above 

160 / min then fetal tachycardia occurs which are pathological conditions where the obstetric team must 

respond in a timely manner [1]. 

The principle of recording the fetal heart rate is based on ultrasound Doppler technology. When 

recording, the cardiotocography machine converts the signals from the probe into an image that we 

monitor on the screen. The cardiotocograph registers the ultrasonic waves in the form of a curve record 

on paper. The recording is performed in the supine position of the pregnant woman, who usually lies 

on her side. A gel is applied to the pregnant woman's abdomen and two round flat probes are attached, 

which are connected by a cable to a CTG device that registers the fetal heartbeat and transmits them in 

the form of a curve on paper. The device is equipped with a speaker that gives us the ability to 

acoustically monitor the heart rate of the fetus. A probe leaning against a pregnant woman's abdomen 

usually registers the baby's heart rate below the navel (Cardiogram), while another probe located 

upwards registers the occurrence of uterine contractions and their strength (Tocogram) in a unit of time. 

CTG is recorded for an average of 15-30 minutes. In case of contractions, CTG recording can be 

extended to 60 minutes. In childbirth, it can be used continuously or intermittently depending on the 

course of labor [2]. 
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The cardiotocography device consists of a screen, and a body, and stands on wheels. Below the screen 

is a strip on which there is a paper with which the record goes. It has two calottes for registering the 

fetal heartbeat and one for registering the activity of the uterus. In principle, one heart is used in 

childbirth, but each cardiotocographic device has two in case the pregnancy is a twin pregnancy. Before 

recording, it is necessary to apply gel to the calottes as a medium through which beats are registered. It 

is not necessary to apply the gel on the uterus to register the activity of the uterus because it registers 

the activity of the uterus every time the pregnant woman's abdomen is toned (during labor). The screen 

of the cardiotocographic device is on the touchscreen. The screen shows the parameters we monitor: 

the activities of the uterus, the heartbeat and the pulse of the mother, as well as the movements of the 

fetus. The date and time of the recording were also shown, as well as the name and surname of the 

pregnant woman, which we enter by hand. When recording, we have options that we can type, such as 

interventions or conditions that can occur during recording, which can lead to changes in heart rate and 

uterine activity, such as changes in position (back, left, right side). , vaginal examination, placement of 

a urinary catheter, placement of epidural analgesia, placement of oxytocin, amniotomy, spontaneous 

rupture of the fetal membranes, etc., or labor frequencies. If we have a twin pregnancy then we use two 

calottes to register the heartbeat and it is necessary to separate the curves shown on the paper when 

recording the record. This option is available on the screen and we must select it before recording. The 

CTG device used at the Clinic for Gynaecology and Obstetrics of Clinical Hospital Centre Rijeka is 

presented in Figure 1. 

 

 
Figure 1. The CTG device used at the Clinic for Gynaecology and Obstetrics of Clinical Hospital 

Centre Rijeka 

 

3. Ultrasound 

 

Ultrasound is an important component in modern obstetrics. It is part of a complete gynecological 

examination of every pregnant woman. Ultrasound is simple, safe, and clinically important in the 

prevention and diagnosis of certain conditions that can affect the outcome of pregnancy and childbirth. 

No significant adverse effects of ultrasound on the fetus in the mother have been identified, which 

makes it a safe method of monitoring pregnancy and childbirth. The principle of ultrasound is based on 

the use of high frequencies of sound waves that create an image of organs, in this case ) and fetuses, 

fetuses of water and placenta. There are three types of ultrasound: transvaginal (through the vagina), 

transabdominal (through the abdomen) and transrectal (through the rectum). Transvaginal and 

transabdominal ultrasounds are used in obstetrics. Each pregnant woman should have a minimum of 

three examinations during pregnancy. The first ultrasound examination should be done around the 7th 

week of pregnancy. The second should be done in the 20th week of pregnancy and the third in the 35th 
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week of pregnancy. The time and frequency of ultrasound examinations in pregnancy depend on the 

indication for performing ultrasound examinations. In the first trimester, we assess variability, 

gestational age, fetal number, and anomalies. In the second trimester, we assess anomalies, fetal 

morphology, and placental placentation. In the third trimester, the growth and condition of the fetus, as 

well as the appearance of the placenta and the amount of amniotic fluid are monitored [3]. 

For the last thirty years, modern gynecology and obstetrics have been unthinkable without a modern 

and sophisticated ultrasound device, so increasingly modern ultrasound devices are used in monitoring 

pregnancy and childbirth. In practice, we use two-dimensional (2D), three-dimensional (3D) and four-

dimensional (4D) ultrasound. The gold standard in gynecology and obstetrics is two-dimensional (2D) 

ultrasound, which complements every gynecological examination. The additional use of colored 

Doppler and pulsating Doppler enables the display of the pelvic organs and the diagnosis of early 

pregnancy, as well as the display of the fetus, placenta, and amniotic fluid. Three-dimensional (3D) 

ultrasound was introduced in the 1990s. It allows us to display a spatial, volumetric, and cross-sectional 

image. In three-dimensional ultrasound, a two-dimensional view is converted into a three-dimensional 

view using a computer. It enables better diagnosis and monitoring of possible deviations that may have 

clinical significance in the outcomes of pregnancy and childbirth. Gives accurate and beautiful images 

of the fetus. It provides a better view of the fetal skeletal system. Four-dimensional ultrasound (4D) is 

the most modern method of ultrasound dosing in obstetrics. It gives the most accurate and best image 

of the fetus and the most accurate analysis of structures such as the face, limbs, and spine. It clearly 

shows the child's movements, facial features and limbs [4,5]. 

The ultrasonic device consists of a probe, a transmitting pulse generator, a compensation amplifier, a 

focusing control unit, a digital processor, and a display system. The device works by activating a pulse 

generator according to the digital computer program, whose electrical impulses are transmitted to the 

inverter in the probe via the control unit (for directing and focusing). Echoes are received by the same 

probe, amplified in a compensation amplifier, where at the same time the attenuation of ultrasound in 

tissues is compensated, and these signals are stored in memory and displayed on a display system 

(usually a TV monitor). The device operator must adjust the compensation amplifier himself to 

compensate for the attenuation of the ultrasound in the area of the body being searched [6]. The 

Ultrasound device used at the Clinic for Gynaecology and Obstetrics of Clinical Hospital Centre Rijeka 

is presented in Figure 2. 

 

 
Figure 2. The Ultrasound device used at the Clinic for Gynaecology and Obstetrics of Clinical 

Hospital Centre Rijeka 
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4. Conclusion 

 

Proper and timely diagnosis of certain conditions and deviations is a great challenge for modern 

obstetrics where the main goal is a healthy mother and newborn. In order to make a timely diagnosis 

and spot deviations in time, it is necessary to have modern and sophisticated devices for monitoring the 

fetus. Cardiotocography and ultrasound represent the gold standard in monitoring pregnancy and 

childbirth. 
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Abstract: The computational complexity of research tasks is ever growing, which is something that is 

extremely apparent in the field of Artificial Intelligence. These computational tasks require High 

Performance Computers (HPC), which may either be rented, per Infrastructure as a Service (IaaS) 

paradigm, or purchased in entirety and installed locally. One local cluster is Z4 HPC Cluster installed 

at the Department of Automation and Electronics, Faculty of Engineering – University of Rijeka. The 

overview of the hardware and software of the mentioned cluster is given in this paper. 

 

Keywords: High Performance Computing, Computer Clustering, Data Science 

 

1. introduction 

 

With an ever-growing need for more computational power due to the increasing complexity of 

computational simulations and calculations needed for computer-based modelling the needs of 

researchers for high-performing computer workstations are getting larger every passing day. Many 

researchers utilize remote supercomputers available for rent, or cloud-based execution paradigms in 

order to address this issue – but these approaches have certain issues. First is service unavailability, due 

to system errors, and second is an ever-present cost which is paid periodically and can be hard to predict 

or prepare funds for in an academical environment. Due to this, the use of local clusters is common. 

This paper will describe the Z4 HPC cluster installed at the Faculty of Engineering, University of Rijeka 

in Rijeka Croatia on the department of Automation and Electronics, at its’ current state in May 2021. 

The paper will provide an overview of the cluster setup, followed by hardware descriptions of individual 

nodes, the description of software packages available on the cluster along with the clustering software 

used, with the final part of the overview being given to the supporting hardware (networking, rack, 

climatization, and others). 

 

2 Cluster setup 

 

At the time the cluster consists of four nodes – a GPU node and 3 CPU nodes, with the GPU node acting 

as the storage and control nodes in addition to executing GPU based simulations. The overview of the 

cluster setup is given in Figure 1. The nodes within the cluster are connected using 1Gb ethernet 

connection. GPU node also serves as the login node which is used for users to connect to and execute 

software using the built-in batch system (noted in section 3.3). The details of each nodes’ hardware are 
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given in sections below. The view of the cluster rack is given in Figure 2. Abbreviations used in the rest 

of the document are given at the end of the paper. 

 

 

 

 
Figure 1. HPC Cluster appearance inside the rack 

 

Figure 2. Cluster setup network map 
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3 Hardware information 

 

The hardware specification of the individual cluster nodes are given below. Table 1 shows the 

specification of GPU node, and Table 2 shows the individual CPU nodes. 

Table 1. GPU Node Specification 

Device Quantity Specification 

CPU 2 

Intel Xeon Gold 6240R 

[1] 

RAM 24 

32GB DDR4-2665 ECC 

REG 

SSD 2 Intel D3-S4510 240GB 

GPU 5 

NVIDIA Quadro RTX 

6000 [2] 

MBO 1 

SuperMicro X11DPG-

OT-CPU [3] 

PLATFORM 1 6049GP-TRTKPL 

 

The GPU node consists of two Xeon Gold 6240R CPUs, with 24 cores and 48 threads. The CPUs are 

clocked at 2.4 GHz, with the turbo frequency at 4.0 GHz, and 35.75 MB of L3 Cache. The node is 

equipped with the total of 768 GB of RAM and 240 GB of storage, consisting of two 240 GB SSD 

drives in RAID 1. The additional storage is setup with six 6 TB drives in RAID 5. The GPU node has 

two 1Gb network cards installed, one of which is in use. 

Table 2. CPU Node Specification 

Device Quantity Specification 

CPU 2 

AMD EPYC Rome 

7532 [4] 

RAM 4 

32GB DDR4-32000 

ECC REG 

SSD 1 Micron 5300 240GB 

GPU - - 

MBO 1 H12SST-PS 

PLATFORM 1 2014TP-HTR [5] 

 

Each of the CPU nodes have a total of 128 GB RAM, with AMD EPYC Rome 7532 CPU, consisting 

of 128 MB L3 Cache, 24 cores and 48 threads, clocked at 2.3 GHz, with 240GB SSD boot drive. No 

onboard GPU is present. Each of the nodes have two 10 Gbps Ethernet cards installed, with a single 

one being in use on each node. 

4 Software information 

 

The software installed on the cluster is described in this section – starting with details on the operating 

system, followed by the list of significant software packages available on the cluster, and finally, 

clustering software. 

4.1 Operating System 

Nodes are based on GNU/Linux. The used operating systems on all the nodes is Ubuntu 18.04.5., with 

the Linux kernel revision 4.15.0-140-generic. The OS was selected due to it being supported by needed 

packages, described in the following section. Between all the needed packages, the support was 

available for two OSes – the selected Ubuntu version 18 and Red Hat Enterprise Linux (RHEL) version 
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8; with priority being given to Ubuntu due to this OS being freely available. 

 

4.2 Notable installed packages 

The notable packages can be separated in two sections: the GPU stack and the Python scientific stack. 

The GPU stack includes the drivers and other software needed to enable the use of the installed NVIDIA 

GPUs. The NVIDIA driver version installed on the GPU node is 418.29, with CUDA version 10.1 [6]. 

In addition, the NVIDIA CUDA Deep Neural Network (cuDNN) library containing GPU-accelerated 

primitives for deep neural network is installed [7]. The Python scientific stack is based on Python 

version 3.8.5 [8], with python modules commonly used in Data Science added to the installation. The 

modules are installed using Pip Python module manager [9]. The following packages are available for 

use (versions given in brackets): 

• tensorflow-gpu 2.3.0 [10], 

• scikit-Learn 0.23.2 [11], 

• numpy 1.18.5 [12], 

• scipy 1.4.1 [13], 

• mpmath 1.2.1 [14], 

• gplearn 0.4.1 [15], 

• pandas 1.1.4 [16], and 

• matplotlib 3.3.1 [17]. 

The addition of customised Python virtual environments is enabled to users who need different 

packages. Virtualization and dockerization is also enabled in case custom environments are necessary. 

In addition to Python, additional scientific simulation/computation software is installed such as 

LAMMPS [18], GNU Octave [19], and FreeCAD [20]. These packages have been selected based on 

the current users’ needs, with the possibility of additional packages being installed through the contact 

with the system administrator.  

4.3 Clustering 

Clustering software used is OpenPBS [21], which is an integrated batch system. The details on the 

system are available in the provided documentation. The software control node is setup on the GPU 

node, along with the Login and management nodes.   The  other hardware nodes are setup as execution 

nodes. This allows the users to connect to the main node and execute software directly on it, which will 

then get run on any node which has available resources. In addition to the above, OpenPBS allows 

queueing of commands for execution, with the setup of multiple queues available. OpenPBS also has 

the capability of sending e-mail notifications by using the installed SMTP server, to send a notification 

e-mail at the beginning of the execution of the queued command, the abort of the queued command or 

the finish. 

4. Supporting Hardware 

The following additional hardware and devices are installed within the cluster rack or cluster room: 

• HP 1Gbps Intelligent Network Switch 

• Mellanox Infiniband 24-Port Switch 

• UPS 

• Patch Panel 

• Climate control Unit 

• TP-Link KC115 Security Camera 

• LN646806 power Delivery Unit 

• EVO42U8010DU Rack 
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5 Current work on cluster 

The cluster has been applied in multiple scientific researches and projects. The work has mostly focused 

on the application of AI in biomedicine – either for cancer diagnosis [22, 23], infective disease spread 

modelling [24, 25], patient diagnosis [26], complex engineering system modelling [27], and robotics 

[28-30]. 

6 Conclusions 

The Z4 HPC cluster has been described in the paper. This document is meant to be informative and the 

information within it is subject to change without prior notice. For up to date information, please check 

for newer publications of this type or contact the system administrator. 

Future updates are planned to the cluster – namely the addition of the at least one CPU node, and at 

least one more GPU node is planned; with upgrades to the networking equipment to enable faster 

communication speeds between the cluster nodes. 

Abbreviations 

CPU Central Processing Unit 

GPU Graphical Processing Unit 

MBO Motherboard 

RAM Random Access Memory 

HDD Hard Disk Drive 

SSD Solid State Drive 

ECC Error Correction 

REG Registered 

PBS Portable Batch System 

OS Operating System 

GB Gigabyte 

Gb Gigabit 

GHz Gigahertz 

TB Terabyte 

MB Megabyte 

UPS Uninterruptible Power Supply 
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Abstract: This article tested MLP Classifier applied on database which describes steel plate faults, given 

in .csv file, including 27 input features and 7 output classes. Goal was to find optimal parameters in 

classification process using MLP classifier, hyperparameter tuning was automated. Correlation of input 

conditions is described and distribution of errors is visualized. Test and train data were separated, then 

MLP Classifier is applied and fitted. Classification report and accuracy are evaluated using F1 and AUC 

metrics. 

 

Keywords: Artificial intelligence, Machine Learning, MLP classifier, F1 score, AUC metrics. 

 

1. Introduction 

 

Machine learning methods are designed to perform tasks of inspection through classification and 

categorization of images, shapes, symbols and other types of data. Artificial Neural Networks (ANN) 

have applications in many fields like industry and medicine. Classification can be done in different 

ways, and many libraries and frameworks are dedicated to simplifying the creation of neural networks 

[1]. Neural network software packages are both plug-in and stand-alone Python packages that provide 

supervised classification methods for multi-band passive optical remote sensing data. 

MLP method has been successfully applied on classification and regression problems in the medical 

area [2,3], energetics [4,5,6], and COVID-19 infection spread model [7]. 

After the given dataset is imported, steel plate features are separated from faults, then their values are 

normalized. Features correlation in shown via heatmap. Multi-Layer Perceptron (MLP) Classifier is 

implemented using Python scikit library and optimal parameters are found automatically using 

GridSearchCV. Precision and accuracy scores of different MLP hyperparameters are compared and one 

with the best score is chosen. Accuracy is compared using F1 and AUC metrics.  Confusion matrix is 

used to summarize the performance of a classification algorithm. 

 

2. Methodology 

 

Faulty steel plates dataset comes from research by Semeion, Research Center of Sciences of 

Communication. The original aim of the research was to correctly classify the type of surface defects 

in stainless steel plates, with six types of possible defects (plus "other"). The Input vector was made up 

of 27 indicators that approximately describe the geometric shape of the defect and its outline. According 

to the research paper, Semeion was commissioned by the Centro Sviluppo Materiali (Italy) for this task 

and therefore it is not possible to provide details on the nature of the 27 indicators used as Input vectors 

or the types of the 6 classes of defects. 

The dataset includes 1941 observations and 27 features. The data is already labeled, and there are 7 

types of steel plate faults that are added to the dataset as 7 fields representing the one-hot-encoding of 

the label. If there is a defect for certain class 1 will be shown. 

Numpy and Pandas libraries are used for computations and handling the dataset. Pandas is required to 

load the data file into the environment. After the dataset is imported features and faults are separated. 

Feature dataset is scaled to make sure input data is normally distributed. There are no missing data in 
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the set and all values are numeric. Data correlation is shown with a heatmap in Figure 1. Heat map is a 

graphical representation of data where values contained in a matrix are shown as colors. It can be seen 

that many independent features are strongly correlated. 

 

 
Figure 1. Features correlation heatmap 

 

Feature scaling is an essential step in the analysis and preparation of data. Normalization is one of the 

feature scaling techniques where data features of different scales are converted to a common scale. 

Using the bellow formula, values are transformed to a range between 0 and 1. 

 

𝑥𝑛 =
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
                    (1)  

Output features dataset is not balanced, and errors vary extremely, with “Other_Faults” category at 673 

times (34.7%) and the least amount of outputs in “Dirtiness” category, with 55 times. An uneven class 

distribution is shown in Figure 2. When separating data into train and test data, “stratify” function is 

used to evenly distribute classes. 

 

 
Figure 2. Steel plate faults 
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By splitting the dataset into train and test data, 20% is reserved for testing the accuracy of the trained 

model. There is no correlation between faults. 

Multi-Layer Perceptron (MLP) Classifier optimizes the log-loss function using LBFGS or stochastic 

gradient descent. MLP Classifier trains iteratively, with each step partial derivates of the loss function 

with respect to the model parameters are computed to update the parameters. Overfitting can be 

prevented by adding a regularization term to the loss function that shrinks model parameters. This 

implementation works with data represented as dense numpy arrays or sparse scipy arrays of floating-

point values. 

The main parameters to set when building MLP Classifier are the number of layers and sizes, maximal 

number of iterations, activation function, solver and random state. Other parameters as alpha 

regularization term, learning rate and batch size can further improve or limit classifier performance. 

After initializing, train data is given to fit the model and the trained network can be used to predict. 

With many possible parameters, it can be hard to determine optimal values for the model. Manually 

trying all possible values would be time-consuming, thus GridSearchCV was used to automate the 

tuning of hyperparameters. This function loops through predefined hyperparameters and at the end list 

the best parameters. Both ReLu and Tanh activation functions performed well, depending on the hidden 

layer sizes, the learning rate was set to adaptive, and with ‘sgd’ and ‘adam’ used as solvers, models 

were fitted with 2000 set as maximal number of iterations. 

 

Table 1. Used classifier 

MLP Classifier 

sizes (64, 32, 16) 

activati

on 

tanh 

rate adaptive 

solver adam 

rate_ini

t 

0.001 

alpha 0.01 

iteratio

ns 

1500 

 

Prediction accuracy is calculated using F1 and AUC metrics. The F1 score can be interpreted as a 

weighted average of the precision and recall, where an F1 score reaches its best value at 1 and worse at 

0. 

 

The formula for F1 score is shown below: 

 

𝐹1 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
                    (2)  

It gives equal importance to precision and recall, which in practice is not always the case. 

AUC stands for Area Under the ROC Curve (receiver operating characteristic curve) and is a precision-

recall curve which measures the entire two-dimensional area under the curve. Its value ranges from 0 

to 1, a model whose predictions are 100% correct has an AUC of 1. It is a graphical representation of 

model performance. Since ROC curve is restricted to the binary classification, AUC score is calculated 

instead. 

 

3. Results and Discussion 
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Different combinations of parameters in modeling MLP classifiers were tested. Adding more hidden 

layers to the classifier increases the number of iterations. A model with layer sizes (64, 32, 16) gave 

satisfying accuracy scores shown in table 2: 

 

Table 2. Accuracy scores 

Accuracy 0.73 

F1 0.76 

AUC 0.84 

 

Both relu and tanh activation functions had very similar accuracy scores, although relu required far 

fewer computing iterations, tanh was more accurate. 

Confusion matrix in Figure 3. shows output classes: 

'Pastry', 'Z_Scratch', 'K_Scatch', 'Stains', 'Dirtiness', 'Bumps', 'Other_Faults' 

 

 
Figure 3. Confusion matrix 

 

4. Conclusion 

 

For classification of steel plate faults provided numerical dataset was analyzed, pre-processed and fitted 

using MLP classifier which shows good prediction accuracy if model is constructed properly. F1 and 

AUC metric scores varied when trying different parameters. Optimal results were accomplished by 

classifier with 3 hidden layers. 
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Abstract: This paper presents efficiencies and losses comparison of 5 different turbofan engines for 

aircraft propulsion. With some exceptions these turbofan engines were generally comprised of the 

following components: fan, low-pressure compressor, high-pressure compressor, combustion chamber, 

high-pressure turbine, and low-pressure turbine. The comparison of engine components and whole 

engines was done using energy and exergy analysis method. The analysis showed that “Engine 1” 

performed with the highest energy and exergy efficiencies, while “Engine 5” performed with the lowest 

energy and exergy efficiencies. Engine component with the highest energy and exergy loss was the 

combustion chamber in all of the engines, while engine component with the highest energy and exergy 

efficiency proved to be the high-pressure turbine in most of the cases. 

 

Keywords: Turbofan engine, energy analysis, exergy analysis, aircraft propulsion, jet engine 

 

1. Introduction 

 

Jet engines are used as a form of aircraft propulsion with turbofan engines being widely represented in 

that role. A turbofan engine usually consists of a fan, low-pressure compressor, high-pressure 

compressor, combustion chamber, high-pressure turbine, and low-pressure turbine. 

Turbofan engine forces pressurized air around and through the engine. The bypass ratio is the ratio of 

air passing through the fan (thus bypassing the engine core) to the air that passes through the engine. 

The higher the ratio of bypassed air to air passing through the engine, the greater is fuel efficiency of 

the engine [1]. The main energy source for turbofan engines comes from fuel, usually kerosene. Energy 

analysis has its roots in the first law of thermodynamics, while exergy analysis is based on the second 

law of thermodynamics. Engines can be analyzed in such a way to improve certain engine components 

regarding their efficiency and performance. Many studies have been published about this topic. 

According to Tai et al. (2014) [2], exergy is the maximum theoretical work obtainable during a process 

that brings the system into equilibrium with its environment. Tuzcu et al. (2020) [3] researched 

enviroeconomic impact of turbofan engines and applied some of the energy analysis methods on a 

turbofan engine used in aviation industry. In another study performed by Turgut et al. (2007) [4] exergy 

analysis was performed on a turbofan engine with an afterburner both at sea level and at altitude of 

11000 m. There are many ways turbofan engine performance can be affected. According to Turgut et 

al. (2009) [5], effects on exergy efficiencies and losses are investigated by modifying the isentropic 

efficiencies of turbomachinery components. They found that generally the components with the most 

exergy destruction in a turbofan engine are the fan, engine exhaust and combustion chamber. Hence, in 

their research fan had an exergy efficiency of only 12,9%.  

In this paper five different turbofan engines are analyzed and compared on the basis of their energy and 

exergy efficiency, including losses.  

 

2. Methodology 
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Operating parameters of each observed turbofan engine - Temperatures T (K), pressures p (bar) and 

mass flow rates m (kg/s) were found in the literature [3-7]. Each of the engines used kerosene, with a 

lower fuel heating value (LHV) equal to 46000 kJ/kg, and fuel mass flow rate mf. Specific entropy s 

(kJ/kgK), specific enthalpy h (kJ/kg), and specific exergy ε (kJ/kg) were afterwards calculated for each 

point of each engine using NIST-REFPROP software [8]. Scheme of the first analyzed turbofan engine 

(Engine 1) is presented in Figure 1.  

 

 
Figure 1. “Engine 1” and its components [5]. 

 

Each of five observed turbofan engines consists of various components. The list of components for each 

engine is presented below from a) to e). 

a) “Engine 1” consists of: fan, low-pressure compressor (LPC), high-pressure compressor (HPC), 

combustion chamber (CC), high-pressure turbine (HPT) and low-pressure turbine (LPT) [5]. 

b) “Engine 2” consists of: fan, low-pressure compressor (LPC), combustion chamber (CC), high-

pressure turbine (HPC) and is the only engine with an afterburner [4]. 

c) “Engine 3” consists of: fan, low-pressure compressor (LPC), high-pressure compressor (HPC), 

combustion chamber (CC), high-pressure turbine (HPT) and low-pressure turbine (LPT) [6]. 

d) “Engine 4” consists of: fan, high-pressure compressor (HPC), combustion chamber (CC), high-

pressure turbine (HPT) and low-pressure turbine (LPT) [7]. 

e) “Engine 5” consists of: fan, low-pressure compressor (LPC), combustion chamber (CC), high-

pressure turbine (HPT) and low-pressure turbine (LPT) [3]. 

 

Each component of each engine was analyzed separately. The equations for the energy and exergy 

analysis of all the components of each observed turbofan engine were found in the available literature 

[9, 10]. These equations are not presented in this paper. 

Here are presented an energy and exergy equations for the evaluation of whole engines, because they 

slightly differ in comparison to the equations from a literature. In the equations for evaluation of the 

whole engines, inlet and outlet stand for engine inlet and engine outlet. Engine inlet consists of air which 

enters the engine through the fan while engine outlet consists of two parts: gas which leaves the engine 

through the main exhaust (after the turbine) and air which leaves the engine through the fan exhaust. 

Therefore, moutlet consists of those two combined streams. Energy and exergy analysis of the whole 

engine (valid for each observed engine) were done as follows: 

 

Energy analysis: 

- Inlet energy (kW):  

𝐸𝑒𝑛,𝑖𝑛 = 𝑚𝑖𝑛𝑙𝑒𝑡 ∙ ℎ𝑖𝑛𝑙𝑒𝑡 + 𝑚𝑓 ∙ 𝐿𝐻𝑉, (1) 

 

- Outlet energy (kW): 

𝐸𝑒𝑛,𝑜𝑢𝑡 = 𝑚𝑜𝑢𝑡𝑙𝑒𝑡 ∙ ℎ𝑜𝑢𝑡𝑙𝑒𝑡 , (2) 
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- Energy loss (kW): 

𝐸𝑒𝑛,𝑙 = 𝐸𝑒𝑛,𝑖𝑛 − 𝐸𝑒𝑛,𝑜𝑢𝑡, (3) 

 

- Energy efficiency: 

ղ𝑒𝑛 =
𝐸𝑒𝑛,𝑜𝑢𝑡

𝐸𝑒𝑛,𝑖𝑛
∙ 100%, (4) 

 

Exergy analysis: 

- Inlet exergy (kW): 

𝐸𝑒𝑥,𝑖𝑛 = 𝑚𝑖𝑛𝑙𝑒𝑡 ∙ 𝜀𝑖𝑛𝑙𝑒𝑡 + 𝑚𝑓 ∙ 𝜀𝑓 , (5) 

 

- Outlet exergy (kW): 

𝐸𝑒𝑥,𝑜𝑢𝑡 = 𝑚𝑜𝑢𝑡𝑙𝑒𝑡 ∙ 𝜀𝑜𝑢𝑡𝑙𝑒𝑡 , (6) 

 

- Exergy loss (kW): 

𝐸𝑒𝑥,𝑙 = 𝐸𝑒𝑥,𝑖𝑛 − 𝐸𝑒𝑥,𝑜𝑢𝑡, (7) 

 

- Exergy efficiency: 

ղ𝑒𝑥 =
𝐸𝑒𝑥,𝑜𝑢𝑡

𝐸𝑒𝑥,𝑖𝑛
∙ 100% , (8) 

 

3. Results and Discussion 

 

In order to compare the engine parameters, inlet air properties are given in Table 1. “Engine 1” 

performed with the highest inlet air temperature of 306,5 K (33,35 ⁰C), while “Engine 3” performed 

with the lowest inlet air temperature of 288 K (14,85 ⁰C). Furthermore, “Engine 1” performed with the 

highest air mass flow rate of 679,184 kg/s and “Engine 5” performed with the lowest air mass flow rate 

of 70,330 kg/s. Fuel economy is presented in Table 2, and it shows that “Engine 2” was using the most 

fuel (6,879 kg/s), while “Engine 4” was using the least fuel (1,050 kg/s). 

 

Table 1. Inlet air properties. 

 
 

Table 2. Engine fuel economy. 

 
 

3.1. Energy losses and efficiencies 

 

The fan for which energy losses are the highest and equal to 2815,96 kW can be found in “Engine 2”, 

while the fan for which energy losses are the lowest can be found in “Engine 5”. Low-pressure 

Temperature (K) Mass flow rate (kg/s)

Engine 1 306,5 679,184

Engine 2 298,0 101,696

Engine 3 288,0 361,000

Engine 4 288,2 142,700

Engine 5 288,2 70,330

Inlet air properties

Engine 1

Engine 2

Engine 3

Engine 4

Engine 5

2,200

6,879

1,284

1,050

2,970

Fuel economy (kg/s)
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compressor (LPC) for which energy losses are the highest can be found in “Engine 2”, while the low-

pressure compressor for which energy losses are the lowest and equal to 896,52 kW can be found in 

“Engine 1”. “Engine 4” does not have a low-pressure compressor. High-pressure compressor (HPC) for 

which energy losses are the highest can be found in “Engine 1”, while the high-pressure compressor for 

which energy losses are the lowest and equal to 2982,33 kW can be found in “Engine 4”. “Engine 2” 

and “Engine 5” do not have a high-pressure compressor, Figure 2. Combustion chamber (CC) which 

lost the most energy can be found in “Engine 5”, while the combustion chamber which lost the least 

energy (3595,93 kW) can be found in “Engine 3”. High-pressure turbine (HPT) for which energy losses 

are the highest and equal to 4381,81 kW can be found in “Engine 1”, while the high-pressure turbine 

for which energy losses are the lowest and equal to 43,98 kW can be found in “Engine 5”. Low-pressure 

turbine (LPT) which lost the most energy can be found in “Engine 1”, while the low-pressure turbine 

which lost the least energy (124,61 kW) can be found in “Engine 5”. “Engine 2” does not have an LPT, 

Figure 2. As stated earlier, “Engine 2” is the only engine of the five observed with an afterburner which 

lost 76961,44 kW of energy. When comparing whole engines, “Engine 2” lost the most energy 

(162998,51 kW), while “Engine 3” lost the least energy (5036,84 kW), Figure 3. 

 

 
Figure 2. Energy losses of specific engine components in kW. 

 

 
Figure 3. Whole engine energy and exergy losses in kW. 

 

The most energy efficient fan (93,87%) is in “Engine 1”, while the least energy efficient fan (77,54%) 

operates in “Engine 2”. The most energy efficient low-pressure compressor is in “Engine 5” (86,02%), 
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while the least energy efficient low-pressure compressor operates in “Engine 1” (79,20%), Figure 4. 

The most energy efficient high-pressure compressor operates in “Engine 3” (85,08%) while the least 

energy efficient high-pressure compressor operates in “Engine 4” (83,05%). The most energy efficient 

combustion chamber is found in “Engine 3” (93,91%). Simultaneously, the least energy efficient 

combustion chamber is found in “Engine 5” (31,32%).  

 

 
Figure 4. Energy efficiency of specific engine components. 

 

 
Figure 5. Whole engine energy and exergy efficiencies. 

 

The most energy efficient high-pressure turbine operates in “Engine 5” (99,80%), while the least energy 

efficient high-pressure turbine operates in “Engine 4” (92,91%). The most energy efficient low-pressure 

turbine is found in “Engine 5” (99,38%), while the least energy efficient low-pressure turbine operates 

in “Engine 1” (89,80%), Figure 4. “Engine 2” is the only engine of the five observed with an afterburner 

which runs with energy efficiency of 67,70%. 

When comparing whole engines, “Engine 1” has the highest overall energy efficiency of 97,76%, while 

“Engine 5” has the poorest energy efficiency of 37,38%, Figure 5. 

 

3.2. Exergy losses and efficiencies 

 

The fan which lost the most exergy can be found in “Engine 2”, while the fan which lost the least exergy 

(1322,12 kW) can be found in “Engine 5”. Low-pressure compressor which lost the most exergy can 

be found in “Engine 2”, while the low-pressure compressor which lost the least exergy (681,62 kW) 

can be found in “Engine 1”, Figure 6. High-pressure compressor which lost the most exergy can be 

found in “Engine 1”, while the high-pressure compressor which lost the least exergy (1310,08 kW) can 

be found in “Engine 4”. Combustion chamber which lost the most exergy (116073,50 kW) can be found 
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in “Engine 5”, while the combustion chamber which lost the least exergy (20600,95 kW) can be found 

in “Engine 3”. High-pressure turbine with the highest exergy losses (1233,99 kW) can be found in 

“Engine 1”, while the high-pressure turbine with the lowest exergy losses can be found in “Engine 5”. 

Low-pressure turbine which lost the most exergy (1762,49 kW) operates in “Engine 1”, while the low-

pressure turbine which lost the least exergy operates in “Engine 5”, Figure 6. “Engine 2” is the only 

engine of the five observed with an afterburner which lost 129306,30 kW of exergy. When comparing 

whole engines, “Engine 2” lost the most exergy (245761,21 kW), while “Engine 3” lost the least exergy 

(29730,40 kW), Figure 3. 

 

 
Figure 6. Exergy losses of specific engine components in kW. 

 

The most exergy efficient fan operates in “Engine 1” (94,88%), while the least exergy efficient fan 

operates in “Engine 2” (83,55%). The most exergy efficient low-pressure compressor is found in 

“Engine 5” (93,91%), while the least exergy efficient low-pressure compressor is found in “Engine 1” 

(84,19%). The most exergy efficient high-pressure compressor operates in “Engine 3” (94,71%), while 

the least exergy efficient high-pressure compressor operates in “Engine 4” (92,56%), Figure 7. The 

most exergy efficient combustion chamber operates in “Engine 3” (87,94%). Simultaneously, the least 

exergy efficient combustion chamber operates in “Engine 5” (49,86%). The most exergy efficient high-

pressure turbine can be seen in “Engine 5” (99,93%), while the least exergy efficient high-pressure 

turbine can be seen in “Engine 4” (97,67%). The most exergy efficient low-pressure turbine is observed 

in “Engine 5” (99,75%), while the least exergy efficient low-pressure turbine is observed in “Engine 1” 

(95,79%), Figure 7. “Engine 2” is the only engine of the five observed with an afterburner which runs 

with exergy efficiency of 70,65%. When comparing whole engines, “Engine 1” has the highest overall 

exergy efficiency of 54,57%, while “Engine 5” has the poorest overall exergy efficiency of only 

10,38%, Figure 5. 

 

 
Figure 7. Exergy efficiency of specific engine components. 
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4. Conclusion 

 

From the performed analysis, it can be concluded that “Engine 2” operates with the largest losses, both 

for energy and exergy. This was expected because of the afterburner fitted to this turbofan engine. 

Furthermore, “Engine 3” performed with the smallest losses both for energy and exergy. However, the 

most energy and exergy efficient engine was “Engine 1”, while “Engine 5” showed the poorest 

performance in relation to energy and exergy efficiency. The afterburner in “Engine 2” had the highest 

exergy loss of all the engine components. 

This research shows which of the turbofan components could be further improved. For future work it 

would be interesting to examine the internal build of the turbofan components more closely to see where 

energy and exergy improvements could be made. Also, in the future it would be useful to make a study 

which investigates turbofan energy or exergy efficiencies periodically over the whole flight, as in 

research performed by Tona, Cesare et al. (2010) [11] or more recently Sohret et al. (2015) [12]. 

Moreover, optimization of each observed turbofan engine or any of the engine components can be 

performed in the future by the application of various artificial intelligence (AI) methods, which show 

good performance in the energy sector [13, 14]. 
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Abstract: This paper represents the prediction of surface roughness after using an electrical machine. 

Using the given data set which is consisted of four parameters the depth of cut, feed rate, cutting speed, 

and surface roughness. The goal was to achieve a mathematical equation that can describe the regression 

function of trained and tested parameters. Python script consists of many libraries such as pandas, 

matplotlib, but most important are GP learn genetics which has implemented Symbolic Regression and 

sk learn which has tools to check R2 score that is coefficient of determination and RMSE- Root Mean 

square Error. The regression model can be a well-established method for data analysis in various field 

applications.  

 

Keywords: Artificial intelligence, Genetic Programing, Machine Learning, Python3, Surface roughness 

 

1. Introduction 

 

Engineers can experience two big practical problems in manufacturing processes. The first one is the 

determination merit of a process that can represent and yield desired product results, the second one is 

to increase and maximize the performance of manufacturing systems using resources available at that 

moment. Decisions made by engineers are not based only on their experience and knowledge of the 

profession but are also based on conventions during the phenomena that are placed during that specific 

processing. Researchers need to have the ability to overcome these kinds of problems with their 

knowledge and expertise. To resolve the above-mentioned difficulties, researchers derive models that 

can simulate conditions during the process of machining and can simulate cause and effect relationships 

between multiple factors and desirable product characteristics as well. Surface roughness is an 

important index for product selection and prerequisite for mechanical products. Prediction and 

acquiring targeted surface roughness quality is important for normal operation in manufacturing 

systems and workshops. This work aims to apply artificial intelligence (AI) and genetic programming 

(GP) for prediction and possible consumption of surface waste which will obtain a good idea of 

necessary replacements and service of materials if necessary for normal operation and work in 

manufacturing processes [3]. The problem of prediction of surface roughness can be solved using the 

AI method and GP algorithms. This kind of algorithm can offer a possible solution of creating a 

mathematical expression that can make a correlation between input and output data [1]. Many actions 

can disintegrate surfaces, one of them is milling. Milling has been proved as one of the most important 

machining processes that can improve some characteristics of the material such as fatigue strength and 

lower the possibility of corrosion of the material. Additionally, the roughness of the surface also affects 

friction of the surface itself, the ability to hold lubricant, and light reflection. Important parameters can 

be sorted as controllable and non-controllable. However, the existence of non-controllable cutting 

parameters is present, such as vibration, tool wear, machine motion. Many of the given research reveals 

that a lot of efforts are devoted to the determination best model for surface roughness prediction [2]. 

One of the methods for testing and determination for surface roughness can be GP. The authors of this 

paper will test and try the following method to get a possible solution for its regression.  
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2. Methodology 

 

The second section of this paper represents the methodology used for this. Initially given data set is 

briefly described for research-specific GP settings and a candidate for quality evaluation solution. A 

method that is used for this research is named Symbolic regression. The application of this method is 

used to generate mathematical expressions which can be solved using GP [4]. The main principle of GP 

serves for generating equations that are formed in the shape of trees, [5] that are tested for the 

determination of solution quality. Relations between inputs  𝑿 = [𝒙𝟏, 𝒙𝟐, … , 𝒙𝒏]  and output Y are 

described from before mentioned generated trees [6]. The appliance of the equations to a given data set 

provides a prediction of values, which when compared to real values, have a small amount of deviation. 

Symbolic regression is a feed-forward neural network that can be characterized by a single output and 

the possibility of multiple inputs [7]. 

The solution of symbolic regression is an equation that consists of complex functions. A visual example 

of one solution is given in picture 1.  

 

 
Figure 1. Example of symbolic regression solution y [11] 

 

Evolutionary computing operations can be briefly explained as follows [8,9]: 

 

 

- reproduction focus is on the performance of  

 a single candidate solution. The candidate solution is then copied to the next population without 

any variations or modifications. 

 

- crossover selects two random nodes from different trees and swaps them. The connection is 

made, but the root node in the first tree stays the same.  

 

- mutation generates entire new trees in GP, those new trees are modified versions of previous 

trees. 

 

Another important set of parameters are hyperparameters and their values which are described later in 

this section. 

Data set within this research is publicly available on a website to be obtained from the repository by the 

University of Engineering & Technology Lahore. Fragment of a before-mentioned data set is presented 

in table 1. The data set used in this research constitutes three control variables i.e. feed rate, depth of 

cut, and cutting speed. The output variable in this experiment is surface roughness.  
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Table 1. Part of used data set from Lahore university. 

DOC 

(MM) 

CS 

(M/MIN) 

FR 

(MM/REV) 

SURFACE 

ROUGHNESS (µM) 

1 70 0,06 1,01 

1,5 70 0,06 1,4 

2 70 0,06 2,05 

1 80 0,06 0,816 

1,5 80 0,06 0,828 

2 80 0,06 1,726 

1 80 0,08 0,599 

2 90 0,1 1,3 

 

As shown in Table 1, DOC, CS, and FR are input variables, and Surface roughness is the output variable. 

In total, we have 54 values for each of the parameters. Those parameters are categorized as training and 

testing parameters in the ratio of 80:20. 43 instances are in the Training set, and the other 11 remaining 

variables have a role for the test model which can obtain symbolic expression and calculate the 

coefficient of determination (R2) score. The entire data set is randomly shuffled, afterward, it's divided 

into a section for training each possible GP execution, and then testing data is set to prevent overfitting. 

R2 is a calculation for a value in a range from 0 to 1 ( 𝑹𝟐 ∈ [0,1]). Solutions are divided into 2 sets– 

real data in form y and model data 𝑦̂. The meaning of R2 equals 1.0 is that there is no variance left 

unexplained between two compared sets, while the value that equals 0.0 has meant that none of the 

variances contains any fragment of real data 𝑦 that is explained in the model data 𝑦̂ [1]. 

The R2 score is calculated using the following mathematical equation which can be presented in the 

following form (1): 

 

𝑹𝟐 = 1 −
∑ (𝑦𝑖 − 𝑦̂𝑖)2𝑚

𝑖=0

∑ (𝑦𝑖 −
1
𝑚

∑ 𝑦𝑖
𝑚
𝑖=0 )

2
𝑚
𝑖=0

 , (1) 

 

where 𝑦𝑖 , 𝑦̂𝑖 are a number of samples data set used for testing and 𝑚 represents the length of vectors. 

Defining precise values for hyperparameters is important because they define the regression. Even a 

little change in those parameters can cause drastic changes in results. 

 In this paper, standard values for hyperparameters are selected. The specified obtained model must be 

sufficiently precise, otherwise, the value of used hyperparameters has to be changed. If better 

parameters are selected, the result will also improve. The combination of hyperparameters used in this 

paper is shown in table 2. 

 

 

Table 2. List of hyperparameters used in Phyton. 

HYPERPARAMETER 1ST RUN 2ND RUN 3RD RUN 

Population 10000 10000 10000 

Generations 10 100 1000 

Stopping criteria 0,01 0,01 0,01 

p crossover 0,7 0,7 0,7 

p subtree mutation 0,05 0,05 0,05 

p hoist mutation 0,01 0,01 0,01 

p point mutation 0,01 0,01 0,01 

max. samples 0,9 0,9 0,9 
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“Population” represents the number of possible candidate solutions that are generated in each iteration.  

“Generation” is the number of times symbolic regression will be computed. “Crossover” is probabilities 

of EC operations with the possible probability of reproduction that equals the difference between 1.0 

and the sum of some listed probabilities. ”Stopping criteria” represents and defines the value of error 

that has to be the score to stop further executions. “Max. samples” is a percentage of candidate solutions 

that are used for the crossover and mutating operations[1]. 

After finishing training, the quality of obtained solutions is evaluated in the next section which 

represents results and discussion chapter. 

 

 

3. Results and Discussion 

 

This paragraph represents the results and discussion of a given task. The result is a symbolic expression 

of the surface roughness. The procedure for obtaining the symbolic expression is performed on the 

given datasheet which has been split into two modules which are training and testing portions. Portions 

are split in a ratio of 80:20, meaning that 80% of the data set was used for training (for symbolic 

regression) and the remaining 20% of the data set was for R2 score using earlier mentioned Equation 

(1). In each set of iteration in the GP algorithm, parameters were chosen from the pre-defined values 

given in table (2). Different values of generations gave a different value of R2 as shown in tables 1,2 

and 3. 

In the first case, we took a number of generations equal to 10, as shown in table 3. 

 

Table 3. Number of generations is 10. 

GENERATIONS R2 

10 0.3113 

 

Regression based on these parameters is the fastest executing regression in this paper. The result of R2 

is 0.3113 which is the highest R2 value of all examples. Furthermore, the expression we got from a 

regression that is the approximate equation is: 

 

𝐲 =  𝑋0 ∗ 0.826  , (2) 

 

Where 𝑋0 represents the depth of cut (DOC), and y is the surface roughness approximation.  

 

In the next case, the same parameters are used except for the change in the number of generations, as 

shown in table 4. More generations include more algorithms to be executed by the program, therefore 

we expect a longer time of calculation. 

 

Table 4. Number of generations is 100. 

GENERATIONS R2 

100 -0,8996 

 

Regression, in this case, is lower than in the case with 10 generations. Furthermore, regression contains 

a negative value, which is a result of poor parameter selection for approximating given surface 

roughness values.  

An approximate equation in this example is shown below in equation 3: 

 

𝐲 =  0.996  , (3) 

 

which is constant. Hence, this also gives us a bad approximation. 
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The last step is to evaluate the regression with 1000 generations and the result of R2 is shown in table 

5. 

 

Table 5. Number of generations is 1000. 

GENERATIONS R2 

1000 0,2639 

 

As it can be seen from the attached results, once again the R2 value is not satisfactory. Even for 1000 

generations, regression is having poor results. An approximate equation for this set of parameters is 

shown in equation 4. 

 

𝐲 =   𝑋0 ∗ 0.79   , (4) 

 

 

In the attached results with the given parameters, the conclusion is that the Symbolic regression method 

doesn’t give a good approximate value.  

Therefore, regression is repeated with different parameters of crossover, subtree mutation, and hoist 

mutation, however, the results are still not satisfactory. 

 

 

4. Conclusion 

 

Symbolic regression is a good method of analysis for mathematical equations and expressions for 

finding a model that fits best for given data set in terms of accuracy or simplicity. It randomly builds 

mathematical blocks that are trivial like addition, subtraction, multiplication, division in combination 

with trigonometry functions and constants like π x, y. In this case, symbolic regression is not a good 

method for approximating values of Surface roughness. The reason may be due to the lack of values in 

given data sets. For better symbolic regression results it is recommended to have a larger data set. 

Reasons for that include more precise measurements and better combinations of variables in the GP 

algorithm. The authors of this paper encourage other students and engineers to try other possible 

methods for achieving better results than those given in this specific work. 
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Abstract: In the trying times of the Covid-19 pandemic a need was identified to regulate the usage of 

masks in public places. This can be done by detecting if a person is wearing a mask or not using a 

camera and a detection algorithm, the camera could be placed for example at the entrance to a venue or 

a building. The goal of this work is to create a detection algorithm using an MLP Classifier and achieve 

satisfactory accuracy. Image data preparation was done using Open Computer Vision library in python, 

and the detection and metrics of the results were done using the Scikit-learn python library. The best-

achieved accuracy was 83.85%, and it was concluded that maybe the MLP Classifier was not the best 

method for detecting image data. 

 

Keywords: Artificial intelligence, Face mask, Machine Learning, Multi-Layer Perceptron. 

 

1. Introduction 

 

In the light of the recent COVID-19 pandemic, a need was presented to detect if someone is wearing a 

mask or not. COVID-19 is a contagious disease caused by severe acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2). Since the spread of disease began in the Wuhan province, China in late 

2019, according to [1], efforts have been made to implement different AI methods in modeling the 

spread of disease and patient outcome. Methods such as MLP [2,3] and genetic programming [4,5] were 

used to estimate the number of active cases for specific countries and on a global scale. Convolutional 

neural networks (CNN) were used on X-ray images in [6] for the classification of the patient`s clinical 

picture. Face mask detection would be useful for example at an entrance to a building or a venue. Omkar 

Gurav created a dataset [7] containing images of people with and without facemasks. There have been 

many implementations of AI algorithms on this dataset, including Convolutional neural networks 

(CNN) and transfer learning. This work focuses on implementing a Multi-layer perceptron classifier on 

the aforementioned dataset and getting the best accuracy from this method. 

 

2. Methodology 

 

The selected dataset [7] consists of two folders named “with_mask” and “without_mask”, these folders 

contain RGB images of people with or without a mask. The images must be converted to grayscale, and 

then to numeric matrices in order to prepare the image data for the MLP classifier. Open computer 

vision python library [8] was used to accomplish this, additionally, all images were converted to size 

64×64. The prepared data was shuffled and then split into train and test matrices using “train_test_split” 

from Scikit-learn [9]. 25% of the data was used to test the MLP after training. Multilayer perceptron 

(MLP) is a type of fully connected, feed-forward artificial neural network (ANN), consisting of neurons 

arranged in layers. At least three layers make up MLP: an input layer, an output layer, and one or more 

hidden layers. The output layer consists of a single neuron, the value of which is the output of the MLP 

ANN [10]. The output neuron in this case represents the detected class, either with a mask or without a 

mask. The number of and sizes of hidden layers, as well as the type of activation function and alpha, 

were determined through trial and error to produce the best accuracy of classification. Five different 

MLPClassifire parameters were set for purpose of comparing activation functions. Two hidden layers 
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of 200 neurons each were placed for the test. The test showed that the best accuracy is obtained with 

the ReLU activation function that can be seen in Table 1.  

 

Table 1. Comparison of activation functions 

Parameters tanh identity logistic relu 

solver:adam 

alpha:0.001 
0.49814 0.49444 0.49073 0.80201 

solver:adam 

alpha:0.00001 
0.49073 0.60349 0.50873 0.61302 

solver:adam 

alpha:0.03 
0.49168 0.57967 0.50926 0.78083 

solver:lbfgs 

alpha:0.001 
0.75277 0.62361 0.73161 0.75436 

solver:lbfgs 

alpha:0.0142 
0.75913 0.62096 0.73848 0.76113 

 

The activation function ReLU is set as the best choice for training the neural network to obtain the best 

possible accuracy. The following test compares the different hidden layers of neurons and their impact 

on accuracy that can be seen in Tabel 2. 

 

Table 2. Comparison of different hidden layers of neurons 

Parameters 10,68 256,302 
400,20, 

660 

56,136, 

100 

solver:adam 

alpha:0.001 
0.49021 0.61461 0.49073 0.66649 

solver:adam 

alpha:0.00001 
0.72525 0.66013 0.49085 0.76283 

solver:adam 

alpha:0.03 
0.63208 0.51402 0.49056 0.49073 

solver:lbfgs 

alpha:0.001 
0.64531 0.76761 0.75383 0.73213 

solver:lbfgs 

alpha:0.0142 
0.64478 0.75331 0.74483 0.75807 

 

From a comparison of the hidden layers of neurons, it can be concluded that increasing the number of 

hidden layers and the number of neurons in them does not necessarily result in better accuracy. After 

conducting tests with different parameters, the best accuracy was achieved with the hyperparameters 

that can be seen in Table 3. 

 

Table 3. Hyperparameters 

Number of hidden 

layers 

Sizes of 

hidden 

layers 

Alpha 
Activation 

function 

8 

128,256, 

128,256, 

512,256,128,64 

0.021 “relu” 

 

To help visualize the results training loss and a confusion matrix were plotted. The confusion matrix 

was plotted using the metrics library from Scikit-Learn [9]. 
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3. Results and Discussion 

 

The best accuracy achieved in this work after optimizing the hyperparameters is 83,85%. This is not 

satisfactory because other methods have produced accuracies as high as 99%, for example, Ritwek 

Khosla achieved this using Fastai [11]. The training loss curve can be seen in Figure 1. 

 
Figure 1. Training loss curve 

 

The ANN converges relatively quickly with minor rises in the training loss curve. The confusion matrix 

is shown in Figure 2. 

 

 
Figure 2. Confusion matrix 

 

As can be seen from the confusion matrix, most of the data is classified correctly, but also there are a 

lot of false detections and undetected masks. 

 

4. Conclusion 
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Face masks were successfully detected, but with limited accuracy. It may be possible to further improve 

the accuracy of the MLP Classifier in future work by using some better method of optimization for 

hyper-parameters, for example, Random search for hyper-parameter optimization [12]. If these methods 

do not yield better results, then it may be possible that MLP just is not well suited for image data 

classification. Many other methods can be used for face mask detection, like CNN [13] or support vector 

machine (SVM) [14]. 
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Abstract: The purpose of this article is to regress and predict tool wear from predefined datasets. Given 

datasets consists of six different parameters: experiment number, depth of cut (DOC, mm), cutting 

speed (CS, m/min), feed rate (FR, mm/rev), tool wear (µm), surface roughness (µm). The goal is to 

merge measurements, eliminate unnecessary elements from datasets, use genetic programming method 

to regress the value of the ‘’tool wear’’ column, predict values based on the given dataset and to evaluate 

regress quality using R2 and RMSE metrics. Many of the python libraries were used to successfully 

solve a given problems. To point out, pandas for processing given datasets, gplearn for genetic 

programming algorithm, sklearn for metrics evaluation and split test and train samples and matplotlib 

for graphical representation of the result. In addition, comparison to Random Forest Regressor 

algorithm and Decision Tree Regressor algorithm was made in order to confirm the results. The 

conclusion of this research is that the two given datasets were not compatible for merging into one 

measurement so the regression and tool wear prediction were not usable.  

 

Keywords: Genetic Programming, Regression, Tool wear prediction 

 

1. Introduction 

 

Prediction od tool wear after machining is a very important part of diagnostic process used to find 

relevant time to change the machine tool, what results in higher quality products and lower cost of 

machining process. Tool wear prediction has been researched with regression mathematical and 

artificial neural network (ANN) models. Flank wear was taken as the response (output) variable 

measured during milling, while cutting speed, feed and depth of cut are taken as input parameters. The 

experimental values have been used to develop a regression model and feed forward back propagation 

artificial neural network model for the prediction of tool wear with different numbers of nodes in the 

hidden layer. The experimentally determined tool wear values are compared with predicted values 

obtained from the regression and ANN models. The predictive ANN model is found to be capable of 

better predictions of tool flank wear within the range that they had been trained [1]. 

To preserve the diversity of knowledge, the authors used genetic programming method. Genetic 

programming has been successfully implemented in power systems [2] and COVID-19 disperse model 

[3,4]. Also, Genetic programming has been used in steelmaking and oil and gas industry [5,6]. 

The input parameters of dataset [1] as the same given authors of this paper. In addition, dataset in this 

research had experiment number and surface roughness column. Genetic programming is compared to 

other methods, Random Forest Regressor (RFR) and Decision Tree Regressor (DTR) to confirm the 

results of this research. In addition, R2 and RMSE metrics were evaluated to display the quality of, so 

called, Symbolic Regressor and alternative methods.  

 

2. Methodology 

 

To start with, two datasets from Critical process parameters for machining process conducted at UET 

lab [7] were given to the authors to accomplish the solution. Both datasets had 27 samples and were 

given in format .xlsx file. The .xlsx file was not appropriate for analysis so the conversion into 
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suitable,.csv format, was done using Microsoft Office® Excel. In order to read data from .csv datasets, 

pandas library file was used.  

In the given datasets 6 columns were given, but two of them, experiment number and surface roughness 

column, were rejected since they were not needed for the regression model. After converting to .csv 

format, a classification of data from dataset was made. Each dataset was assigned to a unique variable 

to be able to test and train every dataset individually or merged. Furthermore, input parameters (depth 

of cut, cutting speed, feed rate) were separated into variable so called X. On the other hand, variable y 

contains only output value, tool wear. After completion of the data preparation, additional action needed 

was to separate data for training and testing the model. To add, 80% of the dataset was randomly 

separated as training data, while 20% of the data was used as test data.   

To solve the regression model and predict tool wear Genetic programming method was applied. Genetic 

programming (GP) is an evolutionary approach that extends genetic algorithms to allow the exploration 

of the space of computer programs. Like other evolutionary algorithms, GP works by defining a goal in 

the form of a quality criterion (or fitness) and then using this criterion to evolve a set (or population) of 

candidate solutions (individuals) by mimicking the basic principles of Darwinian evolution. GP breeds 

the solutions to problems using an iterative process involving the probabilistic selection of the fittest 

solutions and their variation by means of a set of genetic operators, usually crossover and mutation [8].  

Genetic programming starts with an initial population of 

randomly generated computer programs composed of functions. Each individual computer program in 

the population is measured in terms of how well it performs in the particular 

problem environment. This measure is called the fitness 

measure [9]. 

Simplified genetic programming algorithm is shown on Figure 1. 

 

 

 
Figure 1. Simplified genetic programming algorithm flowchart [10] 

 

Using python library GPLearn, main parameters which should be adjusted to maximize the regression 

and predictions are: population size (the number of programs in each generation), number of generations 

(the number of generations to evolve), p_crossover(the probability of performing crossover on a 

tournament winner) p_subtree_mutation(the probability of performing subtree mutation on a 

tournament winner), p_point_mutation(the probability of performing point mutation on a tournament 

winner) and max_samples(the fraction of samples to draw from X to evaluate each program on). 

In achieving the best results, authors have concluded that the most important parameter is number of 

generations. By modifying population size, which could be assumed as an important parameter, 

evaluation was deteriorating. To add, training was too extensive with population greater than 10000. 

To conclude with, population size was set to be fixed at 5000. To add, above mentioned parameters 

were set to be fixed for training. Figure 2 shows genetic programming parameters relevant for each 

generation which are displayed on the Python kernel. 
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Figure 2. Genetic programming algorithm kernel output 

 

To sum up, Decision Tree and Random Forest Tree were also used for training to confirm or refute the 

results of GP. Result of the metric parameters are shown as 2D graph, while the predicted value and 

test values for the largest generations were shown on a 3D scatter plot in correlation to as mentioned 

dataset input parameters. 

 

3. Results and Discussion 

 

Each dataset was used for trained individually and at last merged datasets was trained. As mentioned, 

results of the regression and prediction mostly depend on the number of generations. Therefore, 

different values of the generations, R2 metrics, mean squared error values (RMSE metrics) were plotted 

to graphically show the dependence of metrics due to the number of generations. In addition, true and 

predicted values for each used method are displayed. 

 

 
Figure 3. Dataset A – R2 & generation size corelation 

 

Figure 3 shows the corelation of R2 metrics and the number of generations of dataset A. Figure shows 

that the best value of R2 metrics is within 10 generations and it is valued at 0.971. 

 
Figure 4. Dataset A – RMSE & generation size corelation 
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Figure 4 shows the dependency of RMSE factor due to generation size. As in case of R2, the best value 

of RMSE factor is at generation size equal to ten. 

Table 1 shows R2 and RMSE metrics evaluated from Genetic Programming (GP), Decision Tree 

Regressor (DTR) and Random Forrest Regressor (RFR) for Dataset A. Genetic Programming has the 

best metrics evaluations and tool wear predictions. 

 

Table 1. Different methods comparison for Dataset A 

Metrics GP DTR RFR 

R2 0.971 0.824 0.848 

RMSE 4.082 9.991 9.284 

 

True values: [85. 79. 30. 30. 80. 44.] 

Predicted values Genetic programming: 

[87.867, 74.442, 37.435, 37.5132, 80.747, 49.155] 

 

Predicted values Decision Tree Regressor: 

[80, 69, 48, 35, 69, 42,] 

 

Predicted values Random Forest Tree 

[81.5, 62.69, 33.63, 36.67, 66.65, 45.75] 

 

Figure 5 shows comparison of true and GP predicted values in dependence of input parameters. Since 

predicted and true values do not vary a lot on a 3D plot, the colour difference may be hard to notice.  

 

 
 

Figure 5. Dataset A – Test vs predicted values Genetic Programming 

 

Same procedure has been made for dataset B. Figure 6 shows the corelation of R2 metrics and the 

number of generations of dataset B. Figure shows that the best value of R2 metrics is within 100 

generations and it is valued at  
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Figure 6. Dataset B – RMSE & generation size corelation 

 

Figure 7 shows the dependency of RMSE factor due to generation size. As in case of R2, the best value 

of RMSE factor is at generation size equal to hundred. 

 
Figure 7. Dataset B – RMSE & generation size corelation 

 

Table 2 shows R2 and RMSE metrics evaluated from Genetic Programming (GP), Decision Tree 

Regressor (DTR) and Random Forrest Regressor (RFR) for Dataset A. Genetic Programming has the 

best metrics evaluations and tool wear predictions. 

 

 

Table 2. Different methods comparison for Dataset B 

Metrics GP DTR RFR 

R2 0.974 0.943 0.937 

RMSE 8.415 12.523 13.094 

 

True values: [165, 162, 44, 46, 160, 108.] 

Predicted values Genetic programming: 

[170.45, 148.249, 45.729, 44.250, 162.66, 94.110] 

 

Predicted values Decision Tree Regressor: 

[161, 140, 43, 52, 140, 110,] 

 

Predicted values Random Forest Tree 
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[166.12, 134.67, 43.52, 49.86, 142.94, 103.55] 

 

Figure 8 shows comparison of true and GP predicted values in dependence of input parameters. 

 

 
 

Figure 8. Dataset B – Test vs predicted values Genetic Programming 

 

At last, merged datasets have been trained. As not expected, the genetic programming evaluation 

parameters were quite misleading. Figure 8 shows the corelation of R2 metrics and the number of 

generations of merged datasets where R2 metrics has negative values. 

 
Figure 9. Dataset A+B – RMSE & generation size corelation 

 

Figure 6 shows the dependency of RMSE factor due to generation size. RMSE metrics were also 

misleading, having quite high values. 
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Figure 10. Dataset A+B – RMSE & generation size corelation 

 

Table 3 shows R2 and RMSE metrics evaluated from Genetic Programming (GP), Decision Tree 

Regressor (DTR) and Random Forrest Regressor (RFR) for Dataset A. All methods have bad metrics 

outcome. 

 

Table 3. Different methods comparison for Dataset A+B 

Metrics GP DTR RFR 

R2 -0.20375 -0.5456 -0.2549 

RMSE 45.269 51.2968 46.2218 

 

True values: [46, 55, 165, 140, 97, 132, 130, 126, 110, 54,44] 

Predicted values Genetic programming: 

[45.5315, 59.179, 84.680, 70.713, 61.956, 64.196, 70.854, 64.252, 56.737, 56.737, 55.514] 

 

Predicted values Decision Tree Regressor: 

[30, 114, 108, 103, 50, 60, 63, 83, 108, 108, 108] 

 

Predicted values Random Forest Tree 

[34.483, 95.982, 103.35, 83.467, 54.625, 82.4875, 72.63, 72.939, 96.316, 96.316, 92.584] 

 

Figure 10 shows comparison of true and predicted values in dependence of input parameters. Predicted 

and true values are not in corelation and genetic programming nor other methods could not be used for 

given dataset. 
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Figure 11. Dataset A+B – Test vs predicted values Genetic programming 

 

4. Conclusion 

 

After the experiment with datasets and trying other methods, it can be concluded that the merged dataset 

was badly defined and genetic programming could not be applied. Also, the prediction of the tool wear 

cannot be taken as correct. In addition, when training single dataset, it can be assumed that the symbolic 

regressor does not depend on the number of generations. The best metric and prediction were not at the 

largest generation size while training on dataset A. To add, the authors have quite a thrill working on 

this project and are looking forward to implementing genetic programming on another, better defined, 

dataset. 
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Abstract: Circadian rhythm is a natural process in all living organisms that regulates the sleep–wake 

cycle and repeats roughly every 24 hours. On molecular level, that process is controlled by so-called 

clock genes. Disruption of circadian rhythms or expression of clock genes is emerging as a novel and 

potentially modifiable cancer risk factor. Single nucleotide polymorphism (SNP) stands for single base 

change in a DNA sequence, with an usual alternative of two possible nucleotides at a given position. In 

this study, the data from case-control studies containing available genotype frequencies of the SNPs in 

two clock genes (CLOCK and NPAS2) were collected. Based on that data, the association between 

genetic variations in clock genes and the risk of developing cancer was investigated. Furthermore, 

Artificial Intelligence (AI) algorithm was developed to predict the type of cancer (breast or mixed).  

 

Keywords: Artificial Intelligence, Cancer, Circadian rhythm, Clock genes, SNP 

 

1. Introduction 

 

Circadian rhythms are daily oscillations in metabolic, psychological and physiological processes in all 

living organisms. Those rhythms are endogenously driven during the evolution due to day-night 

changes in nature with a period length of about 24-h. Deregulation of these rhythms is associated with 

a number of pathological conditions including depression, diabetes, metabolic syndrome and cancer. 

Those conditions could appear due to deregulations in so-called clock genes which control circadian 

rhythm on the molecular level by transcriptional/translational feedback loops 1-2. Single nucleotide 

polymorphism (SNP) stands for single base change in a DNA sequence, with an usual alternative of 

two possible nucleotides at a given position. SNPs could appear in coding regions of genes, regions 

between genes or non-coding regions of genes 3. Current studies which are focused on observing the 

impact of SNPs in clock genes on the risk of developing cancer are using standard statistical tools to 

predict the outcome.  

 

The aim of this study was developing Artificial Intelligence (AI) algorithm which can be used to find a 

correlation between SNPs in two main clock genes (NPAS2 and CLOCK) and cancer. Algorithms like 

Support Vector Machine (SVM) and K-Nearest Neighbours (KNN) are commonly used in various fields 

of medicine and computing biology because of their high precision, ability to deal with large databases 

and versatility in modelling diverse data sources 4-6. 

 

2. Methodology 

 

Detailed analysis of the literature available online from 2008. till 2021. was conducted. Eligible studies 

were considered those who had, within their data, detailed information about genotype of the 

respondents with enquired SNP. Data for AI was retrieved from 7 Supplementary Table S3, using data 

mailto:dstifanic@riteh.hr
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only for CLOCK and NPAS2 genes. Since the data from that study only contains studies conducted 

until 2015., the table was complemented with updated information from additional studies up to 2021. 

After collecting all the data, they were put together and the frequency of the alleles belonging to 

corresponding SNP was calculated as shown in Figure 1. To assess susceptibility of developing cancer, 

if having any of the studied SNPs, the statistical analysis using Website for Statistical Computation: 

VassarStats (http://vassarstats.net/) was conducted. Calculated parameters were Odds ratios (OR), 95% 

confidence interval (CI) and Pearsons chi-square p (2) value. Criteria used for statistical significance 

of p-value was α=0.05. In addition, the protective role or increased predisposition of genotypes under 

dominant, codominant, recessive and overdominant model was calculated in order to assess if any of 

those in particular had impact on cancer development. Models which have had 95% CI upper limit 

under 1 were found to be associated with decreased predisposition, while those who have had p- value 

equal or lower than 0.05 were found to be associated with either decreased or increased predisposition 

of developing cancer. 

 

 
Figure 1. Example of genotype data collection for CLOCK and NPAS2 polymorphisms, rs represents 

SNP while the name underneath stands for applied study.  

In this research, two AI algorithms were used: SVM and KNN. The KNN algorithm is a non-parametric 

algorithm that classifies new input data into one of the classification classes 8. The algorithm is simple 

and easy to implement, which is one of its advantages. The SVM, in terms of classification, uses the 

highest possible margin to find a hyperplane of separation between different classification classes 9 

SVM for linearly separable binary sets works by creating a hyperplane that divides all training vectors 

into two classes (class1 = breast cancer and class2 = mixed cancer). 

 

3. Results and Discussion 

   

Even though the potential relationship between polymorphisms in clock genes and cancer risk has only 

recently emerged as an interesting field of research, here, it is affirmed that the connection does exist 

and that it can be substantially significant. Out of all the investigated variants it was found that several 

SNPs under given genotype model were associated with lower susceptibility to developing cancer. In 

Table 1. are shown inheritance models of SNP rs11133373 for the CLOCK gene and rs2305160 for 

NPAS2 genes. Genetic variations in those genes are already known to have an impact on cancer, and 

those SNPs in particular 10-11. For rs11133373 was found that CA genotype under overdominant 

model was associated with decreased predisposition to cancer (CC+AA vs. CA: OR=0.88; 95%CI 0.78-

0.99, p=0.03) and that presence of the A allele also has protective role under dominant model (CC vs. 

CA+AA: OR=0.84; 95%CI 0.75-0.95, p=0.005). Protective role of the A allele was also confirmed by 

comparing inheritance models per-allele (C vs. A: OR=0.89; 95%CI 0.81-0.97, p=0.01). As for 

rs2305160, it is associated with decreased risk under dominant (GG vs. GA+AA: OR=0.78, 95%CI 

0.72-0.84, p<.0001), codominant (GG vs. AA: OR=0.49, 95%CI 0.44-0.55, p<.0001) and recessive 

(GA+GG vs. AA: OR=0.51, 95%CI 0.45-0.56, p<.0001) model.  

 

http://vassarstats.net/
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Table 1.  Example of calculated models for each genotype with corresponding statistical data of two 

selected SNPs. 

SNP N Case/Control Comparisons OR 95%CI p 

value 

rs11133373 2 2179/2125 C vs. A 0.89 0.81-

0.97 

0.01 

  

codominant CC vs. AA 0.82 0.68-

1.01 

0.07 

  

dominant CC vs. CA + 

AA 

0.84 0.75-

0.95 

0.005 

  

recessive CC + CA vs. 

AA 

0.90 0.74-

1.09 

0.29 

  

overdominant CC+AA vs 

CA 

0.88 0.78-

0.99 

0.03 

  

codominant CA vs. AA 0.98 0.80-

1.19 

0.82 

rs2305160 10 4622/4595 G vs.A 1.08 1.02-

1.14 

0.01 

  

codominant GG vs.AA 0.49 0.44-

0.55 

<.0001 

  

dominant GG vs GA + 

AA 

0.78 0.72-

0.84 

<.0001 

  

recessive GG +GA vs. 

AA 

0.51 0.45-

0.56 

<.0001 

  

overdominant GG+AA  

vs.GA 

1.14 1.05-

1.23 

0.001 

  codominant GG  vs.GA 0.94 0.86-

1.02 

0.14 

 

To expand our search, as said before, dataset from 7 was used. 80% of data points were used as a 

training set, while 20% of them were used as a testing set. Afterwards, binary classification was 

performed. Optimal results for SVM were given by the Linear kernel function and C = 1 and as for 

KNN, optimal results were achieved with value of variable k = 3. Here, the Accuracy and Precision 

values of different AI algorithms are compared which is shown in Figure 2. It can be noticed that the 

Accuracy of 94.44% is the same for both algorithms. On the contrary, the Precision value is higher 

when the KNN algorithm is used with the value of 99.99%.  

 
Figure 2. Accuracy and Precision values for KNN and SVM algorithm  
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4. Conclusion 

 

The present work proved that the association between clock genes polymorphisms and risk of cancer 

does exist. Also, it showed that the relationship could be useful for future investigations of cancer 

predisposition and its prediction. Merging the fields of biotechnology and engineering has also given 

some valuable insight in the field of cancer risk assessment. Nevertheless, this study has its limitations. 

Because the parameters strictly related to the onset of the disease cannot be accurately determined, and 

the initial distribution of parameters is relatively unknown, the implementation of KNN and SVM has 

proven to be successful with satisfactory values of performance measures.  
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Abstract: The problem of brain tumor detection was approached with the classification of MRI images 

via the application of a multilayer perceptron,  feedforward artificial neural network. Dataset was 

artificially expanded for training needs and some corrections were done after which images were 

processed using the Gaussian blur and threshold method. The experiment regarding the fine tuning of 

the main parameters and neural network architecture was conducted and lead to satisfying results upon 

application of optimal parameters and architecture.  

Keywords: Artificial intelligence, Brain tumor, Machine Learning, Multilayer perceptron. 

 

1. Introduction 

 

Rapid development of computer vision and artificial intelligence leads to numerous innovations in a 

broad spectrum of fields. These innovations can overcome issues in situations where human error could 

lead to negative consequences in fields of quality control, inspection, and such. In medical fields, errors 

like these could lead to devastating consequences due to misdiagnosis caused by a failure in recognizing 

a defining feature or pattern on some sort of scan or a medical result. It is in human nature to get tired 

upon executing a repetitive task for an extended period of time. Artificial intelligence is capable of 

helping human operators with monotonous but important tasks, in some cases even replacing the 

operator. Many applications of artificial intelligence systems based on multilayer perceptron have been 

successfully deployed in fields of medicine [1,2] and energetics [3,4,5,6]. 

To this date, several artificial intelligence decision-making and medical condition diagnostic systems 

have been developed and proposed in the medical industry, even by some technological giants such as 

Siemens [7], Philips [7], and many others. Implementations of similar systems are found in numerous 

medical fields; medical imaging, cardiovascular, hematology, and many others. 

The subject of this research is to propose a machine learning model for the detection of brain tumors 

based on a patient's MRI images. Some of the techniques previously proven to be effective in tasks like 

this are support vector machines, fuzzy clustering means, and artificial neural networks. These 

techniques are used for regional segmentation, which is needed to extract the information from a given 

MRI image. [8] 

According to Damodharan and Raghavan, methods of using neural network based classifiers have given 

an accuracy of 83%. [9] Support vector machine based classifier has given researchers Alfonse and 

Salem the accuracy of 98,9% due to the accuracy improvement induced by using fast Fourier transform 

for feature extraction and further reduction of features due to application of Minimal-Redundancy-

Maxima-Relevance method. Bidirectional Associative Memory (BAM) Artificial Neural Network 

(ANN) used as a classifier and segmentation tool whilst utilizing texture-primitive features has given 

Sharma et al. claimed stellar accuracy of 100%. [9] 

Our attempt will utilize multilayer perceptron (MLP) feedforward Artificial Neural Network (ANN) as 

a classifier. 

mailto:mmataija@riteh.hr
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2. Dataset 

 

The dataset used for this model training is a series of pre-classified brain MRI images where qualified 

practician classified the imagery based on a binary approach, is the tumor present or not. Specifics 

regarding the tumor type or stage were ignored. Images are of a high variety of sizes and qualities, also 

not all backgrounds were black but some were white. According to the author of the dataset, there is no 

guarantee of image source regarding the patient, some may be scans from the same patient. 

Regarding the scans, there are few types in practice, most commonly T1, T2 weighted, and Flair scans. 

T1-weighted images produce the image where tumor tissue is displayed as a brighter section of an 

image, whereas in T2-weighted the tumor tissue is displayed as a darker section. Fluid-attenuated 

inversion recovery (i.e. Flair) is used for suppression of the effect that cerebrospinal fluid brings to the 

image. [10] T1 weighted images are commonly used in brain tumor detection since this method allows 

for the easier distinguishment of necrotic core and active cell region. [11] 

 

 

Figure 1. (a) T1-weighted, (b) T2-weighted, (c) Flair, (d) Flair with contrast enhancement. [12] 

Large dataset diversity is not wanted therefore the images had to be processed and adjusted to conform 

to a single type. This dataset also had a problem of low image count, only 253 images. This is a problem 

that can manifest in a falsely over-accurate model which was confirmed by confusion matrix stating a 

100% accuracy with default MLP model parameters using only one hidden layer with 100 neurons.  
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Figure 2. Confusion matrix of initial training. 

 

This problem can be approached by artificially expanding the dataset by mirroring the images and 

rotating them in multiple positions. Dataset expansion using this technique has given the 2669 image 

dataset from its initial size of only 253 images. 

 

 

Figure 3. Example of dataset expansion. 

For model training, each of the dataset images were transformed to a grayscale 64X64 array. 

 

3. MLP classifier main parameters comparison 

 

There are several available solvers and activation functions used in MLP classification via 

MLPClassifier function of the scikit-learn Python library. For each of the activation functions 

performance of each solver will be compared so the optimal combination of solver and activation 
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function can be determined. Every combination in this run of experiments will use 2 hidden layers, each 

composed of 100 neurons. 

Linear identity activation function is used in the first run of MLP classification. As the function is linear, 

unlike the dataset, which is highly nonlinear, the expected outcome is that this method will not be 

effective in the task. 

 

 

Figure 4. MLPClassifier training loss for identity activation function. 

 

It is noticeable that sgd solver couldn’t converge due to activation function linearity, therefore the result 

is not displayed. 

Table 1. MLPClassifier training results for identity activation function. 

Solver Iterations 
Trainin

g loss 

Testin

g score 

sgd - constant 200 nan 
0.3873

52 

sgd - invscaling 200 nan 
0.3873

52 

adam - 

init=0.01 
57 

0.2427

94 

0.6482

21 

adam - 

init=0.001 
118 

0.0395

42 

0.6837

94 

lbfgs - 

alpha=0.0001 
200 

0.1538

43 

0.6521

74 

lbfgs - 

alpha=0.00001 
200 

0.1162

40 

0.6284

58 
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Next combination to be initiated was the implementation of tanh activation function. 

 

 

Figure 5. MLPClassifier training loss for tanh activation function. 

Table 2. MLPClassifier training results for tanh activation function. 

Solver Iterations 
Trainin

g loss 

Testin

g score 

sgd - constant 200 
0.3960

53 

0.6798

42 

sgd - invscaling 68 
0.6578

34 

0.5928

85 

adam - 

init=0.01 
30 

0.6960

97 

0.6126

48 

adam - 

init=0.001 
16 

0.6740

90 

0.4505

93 

lbfgs - 

alpha=0.0001 
200 

0.0630

70 

0.7351

78 

lbfgs - 

alpha=0.00001 
200 

0.0735

99 

0.6917

00 

 

The following method is using the logistic, sigmoid activation function. 
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Figure 6. MLPClassifier training loss for logistic activation function. 

 

Table 3. MLPClassifier training results for logistic activation function. 

Solver Iterations 
Trainin

g loss 

Testing 

score 

sgd - constant 200 
0.6533

97 

0.7272

73 

sgd - invscaling 14 
0.7148

27 

0.3873

52 

adam - 

init=0.01 
16 

0.6883

89 

0.6600

79 

adam - 

init=0.001 
37 

0.6361

58 

0.7233

20 

lbfgs - 

alpha=0.0001 
200 

0.3521

43 

0.6679

84 

lbfgs - 

alpha=0.00001 
200 

0.3694

88 

0.7035

57 

 

The last activation function to be used will be relu activation function. 
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Figure 7. MLPClassifier training loss for relu activation function. 

 

Table 4. MLPClassifier training results for relu activation function. 

Solver Iterations 
Trainin

g loss 

Testing 

score 

sgd - constant 200 
0.1568

05 

0.6917

00 

sgd - invscaling 146 
0.4308

30 

0.7008

03 

adam - 

init=0.01 
67 

0.5234

27 

0.6877

47 

adam - 

init=0.001 
101 

0.0020

98 

0.7075

10 

lbfgs - 

alpha=0.0001 
200 

0.0000

15 

0.7351

78 

lbfgs - 

alpha=0.00001 
200 

0.0000

08 

0.7430

83 

 

After analysis of the given results conclusion is that so far the best results are given from combination 

of relu activation function and lbfgs solver. Using the relu activation function not only gives the best 

result in one case of solver but gives overall the best average testing score. Due to this conclusion in 

following comparisons only the relu activation function will be used for MLP classifications. 
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4. MLP classifier architecture parameters comparison 

 

Varying the hidden layer sizes can give different output results using the same activation function and 

solver. In following experiments the hidden layer sizes and neuron count will be varied in multiple 

combinations after which the results will be compared. 

 

  

Figure 8. MLPClassifier training loss for neuron count of 400 in first hidden layer and 200 in second. 

 

Table 5. MLPClassifier training results for neuron count of 400 in first hidden layer and 200 in 

second. 

Solver Iterations 
Trainin

g loss 

Testing 

score 

sgd - constant 200 
0.0105

21 

0.6600

79 

sgd - invscaling 200 
0.9635

06 

0.6047

43 

adam - 

init=0.01 
92 

0.3924

35 

0.6798

42 

adam - 

init=0.001 
108 

0.0025

51 

0.6837

94 

lbfgs - 

alpha=0.0001 
102 

0.0000

28 

0.7193

68 

lbfgs - 

alpha=0.00001 
86 

0.0000

11 

0.7312

25 

 



Student Scientific Conference RiSTEM 2021, Rijeka, 10. 06. 2021 

  103 

In the following experiment architecture of neural network will be changed from two hidden layers to 

three hidden layers, each composed of 200 neurons. 

 

Figure 9. MLPClassifier training loss for neural network with three hidden layers, each composed of 

200 neurons. 

Table 6. MLPClassifier training results for neural network with three hidden layers, each composed 

of 200 neurons. 

Solver Iterations 
Trainin

g loss 

Testing 

score 

sgd - constant 200 
0.0180

41 

0.6956

52 

sgd - invscaling 200 
0.7693

14 

0.5928

85 

adam - 

init=0.01 
69 

0.3334

50 

0.6996

05 

adam - 

init=0.001 
96 

0.0009

65 

0.7312

25 

lbfgs - 

alpha=0.0001 
115 

0.0000

24 

0.7628

46 

lbfgs - 

alpha=0.00001 
116 

0.0000

09 

0.7667

98 

 

The next experiment will use the same three-layer network but the neuron count of each layer will be 

altered, now the first layer will be composed of 800 neurons, second 400 and third will be composed of 

200 neurons. 
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Figure 10. MLPClassifier training loss for neural network with three hidden layers, first composed of 

800, second 400 and third 200 neurons. 

 

Table 7. MLPClassifier training results for neural network with three hidden layers, first composed 

of 800, second 400 and third 200 neurons. 

Solver Iterations 
Trainin

g loss 

Testing 

score 

sgd - constant 191 
0.0079

07 

0.7075

10 

sgd - invscaling 200 
0.7703

76 

0.6047

43 

adam - 

init=0.01 
94 

0.0527

71 

0.6956

52 

adam - 

init=0.001 
112 

0.0017

18 

0.7470

36 

lbfgs - 

alpha=0.0001 
76 

0.0000

63 

0.6877

47 

lbfgs - 

alpha=0.00001 
78 

0.0000

22 

0.7193

68 

 

The last experiment will use the three hidden layer architecture with each layer composed of 800 

neurons. 
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Figure 11. MLPClassifier training loss for neural network with three hidden layers, each composed 

of 800 neurons. 

 

Table 7. MLPClassifier training results for neural network with three hidden layers, each composed 

of 800 neurons. 

Solver Iterations 
Trainin

g loss 

Testing 

score 

sgd - constant 111 
0.0081

59 

0.6205

53 

sgd - invscaling 200 
0.7003

78 

0.6086

96 

adam - 

init=0.01 
70 

0.6407

21 

0.6837

94 

adam - 

init=0.001 
53 

0.0011

42 

0.7430

83 

lbfgs - 

alpha=0.0001 
91 

0.0000

66 

0.6798

42 

lbfgs - 

alpha=0.00001 
90 

0.0000

11 

0.6877

47 

 

Analysis of given results concludes that there is in fact a connection in altering the neural network 

architecture and accuracy of classification as the results changed in each architecture alteration, but no 

clear pattern of which architecture and main parameter combination give the best results was concluded 

in these experiments. In preceding experiments adam solver with an initial learning rate of 0.001 has 

given the best results, therefore it will be used in the following experiments. 

 

5. Image processing and dataset correction 
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The idea for application of threshold function and Gaussian blur filter in MRI image processing comes 

from the fact that images are grayscale and there is some noise present in the images. Particularly MRI 

images are usually corrupted by Rician noise [13]. Gaussian blur can be used to suppress the noise floor 

of the image without heavy alteration the image which could lead to alteration of the key features. 

Threshold function is able to “cut out” the image section that fits into the luminance levels we chose 

while blackening the remains of the image. 

 

  

Figure 12. Unprocessed image (left) and same image processed with threshold function (right) 

 

The effects of this image processing method is clear, as a result only the highlighted part of the source 

image is left on the output image. 

 

  

Figure 13. MLPClassifier training loss after gaussian blur and treshold applied to the dataset. 
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Application of this image processing method has given the best classification results so far, 78,66% 

while using the relu activation function, adam solver, and three hidden layer architecture with every 

layer composed of 800 neurons. 

 

 

Figure 14. Confusion matrix after application of treshold function to the dataset. 

 

The confusion matrix also gives a clear indication that the method is effective, with 30 false negatives, 

and 24 false positives. 

The dataset had some obvious flaws, multiple images were present in both positive and negative sets. 

Some of the images were photographed and not MRI images coming from the source of the scan. After 

the further sorting of the dataset and excluding the flawed images the dataset was reduced to 50 

positively and 50 negatively diagnosed scans. After the reduction, the dataset has been expanded using 

the expansion method previously laid out. The expansion has given a total of 1000 images in the dataset. 

A new dataset has been fed into the same neural network as in the previous case, using the relu activation 

function, adam solver, and three hidden layer architecture with every layer composed of 800 neurons. 
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Figure 15. MLPClassifier training loss after the dataset correction. 

 

After the dataset correction, classification accuracy has jumped to 95% which is a great upgrade 

considering that the previous dataset with flaws present gave 78,66% accuracy. 

 

 

Figure 16. Confusion matrix loss after the dataset correction. 

 

The confusion matrix gives a clear view of the dataset correction, only 3 false negatives out of the 50 

total negatives and 2 false positives out of the 50 total positives in the dataset. 

 

6. Conclusion 

 

Analysis of all results given by this research leads to the conclusion that in fact, a multilayer perceptron 

artificial neural network can give satisfying results in this application. However, there are still some 
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unavoidable false negatives in the results, which could lead to misdiagnosis if the MRI scans are 

automatically discarded via the software and not re-evaluated by the medical personnel trained for such 

task. An important comparison parameter would be comparing the artificial intelligence based diagnosis 

performance with “real” medical diagnosis conducted by a professional, but such comparison is not in 

the scope of this research. 

Results of the classification varied throughout the research and some conclusions regarding the correct 

main parameters and architecture were given. 

Besides correct tuning of the classifier, the greater leap in accuracy was introduced upon correction and 

processing of the dataset itself. Such observation leads to the conclusion that dataset quality itself is a 

greater factor in overall accuracy than the fine-tuning of parameters. 

A key thing to note is that one method and parameters of classification may be optimal for one type of 

dataset and use case, but completely incorrect for some other [14], that is why this type of research is 

important and should be conducted for each different use case and dataset. 
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Abstract: These days medical application, especially diagnosis of some diseases, has rapidly increased 

because of its importance and effectiveness to detect diseases and classify patients. In this article, the 

design of an expert fuzzy system that aims at providing diagnosis of hypertension is presented. The 

hypertension is one of the most dangerous diseases that seriously threat the health of people and 

communities worldwide. One of the most dangerous aspects of the hypertension is that you may not 

know that you have it. In this study, expert system using fuzzy for diagnosis of hypertension is proposed. 

The input parameters include gender, age, systolic blood pressure (SBP), diastolic blood pressure 

(DBP), blood glucose level, body mass index (BMI), heart rate, smoking, genetic factors. The diagnosis 

process, linguistic variables and their values were modeled based on expert’s knowledge and from 

existing database. It is expected that proposed Fuzzy Expert System can provide a faster, cheaper and 

more accurate result compared with other traditional methods. 

 

Keywords: Body mass index, Defuzzification, Diastolic blood pressure, Expert System, Fuzzy logic, 

Fuzzification, Hypertension, Systolic blood pressure 

 

1. Introduction  

 

The level of application of expert system in the fields of medicine is continuously growing all over the 

world. Diagnosis of the disease is of special importance because nowadays, timely detection of the 

presence of the disease is very important in the treatment of the patient. Nowadays, the methods of 

artificial intelligence have largely been used in the medical applications. In the medicine area, many 

expert systems were designed to diagnose and treat the disease (Neshat et al., 2008). Medical 

researchers and doctors cannot precisely define how the disease prevents the normal functioning of the 

body. Developed countries, but also developing countries face various forms of health crisis, which in 

addition to many diseases includes hypertension - a disease that threatens the lives of millions of people. 

Hypertension may be caused by different factors and be so unpredictable, which is why doctors often 

make decisions based on intuitions and experiences. Therefore, the biggest factor for the appearance of 

a mistake is the man himself. Doctor’s fatigue, carelessness, lack of expertise and similar causes can 

lead to serious failures. This article presents the procedure for designing an expert system for predicting 

the risk of hypertension.  

 

2. Methodology 

 

The complexity of medical practices makes traditional quantitative approaches of analysis inappropriate 

(Rahim et al., 2007). Every trustworthy expert knows that his/her medical knowledge and resulting 

diagnosis are pervaded by uncertainty with imprecise formulations. Medical processes can be so 

complex and unpredictable that physicians sometimes must make decisions based on intuition. 

Computers are capable of making calculations at high and constant speed and of recalling large amounts 

of data and can, therefore, be used to manage decision networks of high complexity (Merouani et al., 

2009). 

 

mailto:joxikg@gmail.com
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A. Expert System 

 

An expert system is an intelligent computer program that uses knowledge and reasoning procedures in 

the process of solving problems that require a high degree of expertise and experience in the domain 

that the expert system deals with (Guzmán et al., 2015). Due to their reliability, scalability and speed, 

these systems are increasingly being used in modern applications. 

Based on the defined rules in a given system, data and the range of data values are processed and based 

on them the system executes next steps and generates the appropriate output. Implementation and 

construction process of expert system includes a set of methods, rules and procedures such as collection, 

presentation and memorization of knowledge, but also the use of human resources to solve complex 

problem situations. The engineer is in charge of communicating with the expert, in this case with a team 

of doctors, from whom procedures, strategies and procedures were taken for problem solving and then 

that knowledge is built into a given expert system. The result process is a set of rules that generate 

quality and accurate data output that solves a problem in the way that an expert person does. 

 

B. Fuzzy logic 

 

Fuzzy logic plays an important role in medicine. Fuzzy logic is a method that renders precise what is 

imprecise in the world of medicine using natural language. Fuzzy logic systems are excellent in 

handling ambiguous and imprecise information prevalent in medical diagnosis. Fuzzy set and fuzzy 

logic founded by (Zadeh, 1965) makes it possible to define inexact medical entities as fuzzy set. Fuzzy 

logic is one of the methods of Soft Computing. Soft Computing is a computational method that is 

tolerant to sub-optimality, impreciseness, vagueness and thus giving quick, simple and sufficiently good 

solutions (Chen and Chen, 1994). 

Inputs and outputs can have different linguistic names and their values. The transformation of such 

expressions into the form of a mathematical representation is made possible by the theory of fuzzy sets. 

Within the given expert system inputs that are important for diagnosing the risk of hypertension and 

their possible values are used. In this system, the following are taken as input variables: gender, age, 

systolic blood pressure (SBP), diastolic blood pressure (DPB), blood glucose level, body mass index 

(BMI), heart rate, smoking, genetic factors.  

 

C. System design 

 

A fuzzy logic system is a collection of membership functions and fuzzy rules that are used to determine 

the diagnosis (Das et al., 2013). This design has been divided into several steps. The steps are 

fuzzification, rule evaluation and finally defuzzification (Sivanandam et al., 2007). To design the 

system, the FIS (Fuzzy inference system) tool in open-source library JFuzzyLogic is used. Each FIS 

consists of one or more function blocks. Fuzzification is done by determining the linguistic variables 

and corresponding membership functions for various parameters by the aid of experts, statistical 

analysis of patient data and literature review. It will then convert the input that is crisp into a fuzzy 

input. The heart of a fuzzy logic expert system is the Rule Base. The Rule Base consists of a set of 

Fuzzy Propositions and is derived from the Knowledge Base of the Medical Expert. The Rule Base 

consists of the IF-THEN rules of fuzzy. Defuzzification is the operation of computing a crisp value 

given some membership function. It converts the fuzzy quantities into crisp quantities. 

 

D. Input data 

 

The linguistic variable gender is input and has values: male/female. It is estimated that men get sick 

more often, while in women the risk increases after the age of 65. Variable age is the input. For test 

examples, samples of people of all ages were considered, which are defined by belonging to one of the 

groups shown in Table 1. 
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Table 1. Input of age  

RANGE INDICAT

OR 

0 – 35 Young 

30 – 65 Middle age 

60 – 100 Old 

 

Table 2 shows the input of systolic blood pressure (SBP) while Table 3 shows the input of diastolic 

blood pressure (DBP). 

 

Table 2. Input of SBP 

RANGE INDICAT

OR 

90 – 120 

mmHg 

Normal 

118 – 150 

mmHg 

High 

148 – 200 

mmHg 

Very High 

 

 

Table 3. Input of DBP 

RANGE INDICAT

OR 

60 – 80 

mmHg 

Normal 

78 – 120 

mmHg 

High 

110 – 150 

mmHg 

Very High 

Table 4 shows input of heart rate. 

 

Table 4. Input of heart rate 

RANGE INDICAT

OR 

70 – 90 bpm Low 

75 – 115 

bpm 

Moderate 

100 – 120 

bpm 

High 
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The input of cigarette consumption is the average of cigarette consumption on a weekly basis level. 

Health problems related to smoking are a consequence of the toxicity of tobacco and its harmful 

compounds and elements. The health risks of active smoking are causally related to most cardiovascular 

and lung diseases, as well as most malignancies. Smoking tobacco leads to activation of the sympathetic 

nervous system which increases blood pressure, narrowing peripheral artery and cardiac dysfunction. 

Table 5 shows input of cigarettes intake. 

Table 5. Input of cigarettes intake 

CIGARETT

ES 

INDICAT

OR 

0 – 5 Very Low 

4 – 10 Low 

9 – 20 High 

19 – 40  Very High 

 

The input of body mass index (BMI) is an indicator of nutritional status of one person. Body mass index 

is calculated by taking a person's body weight in kilograms divided by the square of the height in meters. 

Excess weight, especially when it is associated with increased visceral obesity, is a major cause of 

arterial hypertension. Table 6 shows input of BMI. 

 

Table 6. Input of BMI 

BMI  INDICATOR 

0 – 18.5 

(kg/𝑚2) 

Underweight 

18.4 – 24.9 

(kg/𝑚2) 

Normal 

24.8 – 29.9 

(kg/𝑚2) 

Overweight 

29.8 – 50.0 

(kg/𝑚2) 

Obesity 

 

Hypertension or high blood pressure also increases the risk of other cardiovascular diseases. By 

definition, blood pressure is “the force with which circulating blood acts on walls of an artery as the 

heart pumps blood.” Hypertension occurs when that force on the walls of the arteries is too high. 

Diabetes is a disease that affects how the body uses glucose. Type 2 diabetes, which is the most common 

form of the disease, reduces the production of insulin, a hormone that regulates levels of blood sugar. 

When this happens, the blood sugar level rises, increasing the risk of heart attack. Table 7 shows input 

of glucose. 
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Table 7. Input of glucose 

RATE INDICAT

OR 

4 – 5.9 

mmol/l 

Normal 

5.8 – 6.9 

mmol/l 

Pre-

diabetes 

6.8 – 30 

mmol/l 

Diabetes 

 

For the output variable, the degree of risk is defined, which represents the estimated percentage risk of 

hypertension. Depending on the range to which the output belongs for each person the corresponding 

risk is defined based on the values of the input variables. Table 8 shows output of system. The 

percentage risk can be divided into four categories; low, medium, high, very high. Low has percentage 

between 0% and 25%, medium (24-50) %, high (49-75) % and very high (74-100) %. 

 

Table 8. Output variable – the degree of risk 

RANGE INDICAT

OR 

0 – 25% Low 

24 – 50% Medium 

49 – 75% High 

74 – 100% Very high 

 

 

E. Fuzzification 

 

Fuzzy sets can be defined as a set without a crisp, clearly defined boundary. It can contain only a partial 

degree of membership. After determining fuzzy sets, the next step is to determine the membership 

function. Fuzzification, which includes membership function, plays greater role for fuzzification data. 

This function can be set such that the value assigned to the elements of the universal set fall within a 

specific range. These elements will indicate membership grade in the set of question. After defining the 

input variables and their values, all variables go through fuzzification. All input variables are fuzzified 

individually and each one of them is described as specified membership function for which the reserved 

words are used: TRIAN (triangular function), TRAPE (trapezoidal function).  

 

F. Defuzzification  

 

Defuzzification is a process to compute the outcome values corresponding to each label. The function 

of defuzzification is to find the single crisp value that summarizes the fuzzification of fuzzy sets. In this 

project, the ‘center of gravity’ method is being used. 
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G. Rules 

   

A rule block is also defined within the function block. The rules represent one of the most commonly 

used methods for presenting knowledge within the expert system. It provides a link between some 

known information and information for which based on the accuracy of the first, it can be concluded 

that it is also valid. The theoretical background of this methods is based on expressive logic and its 

extension by predicate calculus. There are one or more statements within the IF part on which the 

conclusion is derived in the THEN section. If a rule contains multiple premises they are connected by 

logical operators (AND, OR). There is a conclusion within the THEN part. As the number of rules 

increases, the complexity of the system increases. 

 

3. Results and Discussion 

 

A GUI (Graphical User Interface) enables user adequate communication with the computer using 

graphic icons and visual indicators (Figure 1) (Zanino et al., 1994). Data validation is enabled. When 

the data type provided is not entered, the user will be required to enter the data in the correct format. In 

this project, nine inputs were used for this expert system and one output was generated based on them 

(Milošević-Georgiev et al., 2016). A test example for one patient and the values of his parameters are 

presented on Figure 1. 

 

 

 

 
Figure 4. Graphical User Interface  

 

The graphs generated for patient data are as follows. Figure 2 shows the membership function of age, 

based on input, which is given in Table 1.  

 

 
Figure 5. Membership function of age 
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Figure 3 shows the membership function of systolic blood pressure (SBP), based on input, which is 

given in Table 2.  

 

 
Figure 6. Membership function of SBP 

 

Figure 4 shows the membership function of diastolic blood pressure (DBP) based on input, which is 

given in Table 3. 

 

 

 
Figure 7. Membership function of DBP 

 

Figure 5 shows the membership function of heart rate, based on input, which is given in Table 4. 

 

 
Figure 8. Membership function of heart rate 

 

Figure 6 shows the membership function of body mass index (BMI), based on input, which is given in 

Table 6. 
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Figure 9. Membership function of BMI 

 

Figure 8 shows the membership function of glucose level, which was developed based on input shown 

in Table 7. 

 

 

 
Figure 10. Membership function of glucose 

 

Figure 8 shows the membership function of cigarettes intake, which was developed based on input 

shown in Table 5. 

 

 
Figure 11. Membership function of cigarettes intake 

 

Figure 9 shows the membership function of output variable, which is given in Table 8.  

 

 
Figure 12. Membership function of output variable 

 



Student Scientific Conference RiSTEM 2021, Rijeka, 10. 06. 2021 

  119 

The result of patient risk estimation is shown on Figure 10. 

 

 
Figure 13. Membership function of output variable 

 

In this study, the final hypertension diagnosis result is shown on our developed GUI. By inserting the 

data, and pressing the button, the percentage of risk for getting hypertension will be shown. By using 

this developed fuzzy expert system, the result can be known within few second and thus can save the 

diagnosis time. When a person gets a reading between 74% and 100%, he is confirmed to have 

hypertension. The result will be more accurate because more inputs were used. The inputs that have 

been used are selected based on experiences from medical practitioners, nurses and doctors and also 

based on scientific literatures (Abdullah et al., 2011). 

 

4. Conclusion 

 

This study is aimed to develop a system to diagnose hypertension and to know the percentage risk for 

getting hypertension by just entering the input required and to develop a user-friendly layout by using 

fuzzy logic and Graphic User Interface (GUI). 

The effects achieved by applying an adequately designed, implemented expert system are multiple, of 

which the following can be emphasized: increasing the efficiency of treatment by reducing the time 

required for diagnosis, more complete recording of medical services, quality knowledge base and data 

on each patient individually, more efficient health care protection, better and more comprehensive 

elements for scientific research. 

The aspiration of artificial intelligence and thus of expert systems as a subfield of artificial intelligence 

is the development of a system capable of making decisions in an identical way as a human being. The 

future of such systems seems very certain and promising. The number of experts who work every day 

on the development of expert systems in various disciplines as well as companies interested in them, is 

increasing every day. All this, as well as the need for more efficient management, quality decision 

making and storing data indicates that such applications will be developed and used in the future even 

more than today. 
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Abstract: This paper presents an analysis and comparison of a real open and closed cycle gas turbine 

process. Analysis is performed by using operating parameters of six different working mediums (air, 

helium, CO2, neon, argon, nitrogen). The most notable difference is that a real open cycle process uses 

air and contains a combustion chamber and its dissipated heat is released into the environment, while a 

real closed cycle process uses helium, CO2, neon, argon and nitrogen while consisting of a heater and a 

cooler where its heat is dissipated. The air had the lowest required driving turbocompressor power 

(45816,6 kW), while the highest was achieved by neon (198855,27 kW). The air had again the lowest 

total power developed by the turbine (113768,1 kW), while the highest turbine total power was also 

achieved by neon (266807,32 kW). Neon had the lowest share of effective power in the total turbine 

power (25,5%), while the highest share of effective power in the total turbine power was achieved by 

air (59,7%). Helium had the lowest mass flow (74,84 kg/s), while argon had the highest value of mass 

flow (731,84 kg/s).  

 

Keywords: Gas Turbine, Heat Exchange, Turbine, Turbocompressor, Various Working Mediums 

 

1. Introduction 

 

Generating electricity with gas turbines was first seen in the year 1939. The gas turbine is a type of 

engine in which burning of an air-fuel mixture produces hot gas that spins a turbine to produce power. 

Combustion occurs continuously in gas turbines. Gas turbines can usually be found in a power 

production as an individual device, in cogeneration systems or as a part of a complex combined-cycle 

power plants [1, 2].   

There are also two types of gas turbines: open-cycle and closed-cycle gas turbine. Closed-cycle gas 

turbines offer various benefits in comparison to open-cycle gas turbines. They can use various non-

corrosive operating mediums, which offers better thermodynamic characteristics (when compared with 

air) while not having any connection with the environment. Produced useful power in this process can 

easily be regulated by a rate change of operating medium mass flow. Disadvantages of closed-cycle gas 

turbines lie in usually high-cost operating mediums and their inaccessibility in the market, this kind of 

cycle requires additional space for operating medium storage because of the huge dimensions that 

heaters and coolers possess [3, 4]. This paper provides an analysis with six different operating mediums. 

In the open-cycle operating medium is air, while in the closed-cycle gas turbine there are: helium, CO2, 

neon, argon and nitrogen. 

 

2. Methodology 

 

During the operation of the gas turbine in the open process, the compressor takes clean air from the 

atmosphere with temperature T1 and pressure p1 and compresses it to pressure p2. During compression, 

there occurs an increase in friction between the air molecules, which is manifested by an increase in the 

temperature, so the air at the outlet of the compressor has a temperature of T2, Figure 1. 

The air is further brought to the combustion chamber where the fuel is sprayed and mixed with air, the 

mixture burns and the flue gas temperature increases to the temperature T3, which is also the highest 
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temperature of the process. Flue gases were delivered to turbine and after expansion in the turbine, a 

state of flue gases is denoted through the temperature T4 and pressure p1, Figure 1. 

 
Figure 1. Open-cycle gas turbine scheme [5] 

 

After the calculation of the open process, the same plant needs to be upgraded and the work in the closed 

process. The closed system works on a similar principle as the open one, the difference is that the closed 

system has a heater instead of a combustion chamber in which the working medium is heated by heat 

supplied from the outside, Figure 2. Also, instead of being released into the environment, working 

medium is cooled through a cooler so that, through a closed process of structure, the same working 

medium is present all the time. Closed process achieves significantly higher reliability of the turbine 

and extend its lifespan because the working medium does not contain substances that could cause 

corrosion or erosion on the parts of the turbine.  

 

 
Figure 2. Closed-cycle gas turbine scheme 

 

3. Equations required for the analysis 

 

All the equations required for the main operating parameters calculation, regardless if the process is 

open or closed one, are based on the operating points presented in Figure 3 (temperature-specific 

entropy diagram). The real process is presented with red lines, Figure 3. 

 
Figure 3. T-s diagram of the real gas turbine process 
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3.1. Real open cycle gas turbine process 

- The power required to drive the turbocompressor: 

𝑃T-C = 𝑚̇flow ∙ (𝑇2’ ∙ 𝑐𝑝2’,air − 𝑇1 ∙ 𝑐𝑝1,air) (1)      

- Total power developed by the turbine: 

𝑃T = 𝑚̇flow ∙ (𝑇3 ∙ 𝑐𝑝3,air − 𝑇4’ ∙ 𝑐p4’,air).                                                 (2) 

- Difference of the two powers gives useful power: 

𝑃useful = 𝑃T – 𝑃T-C.                                                                (3) 

- The share of useful power in the total turbine power: 

𝑃useful,t =  
𝑃useful

𝑃 T
. (4) 

- Turbocompressor power share in the total power: 

𝑃turbocom,t =  
𝑃T−C

𝑃 T
. (5) 

- Heat supplied to the combustion chamber: 

Qsupplied,CC = 𝑚̇flow ∙ (𝑇3 ∙ 𝑐𝑝3,air – 𝑇2’ ∙ 𝑐𝑝2’,air).                                       (6) 

- Heat dissipated into the environment: 

Qdissipated,C = 𝑚̇flow ∙ (𝑇4’ ∙ 𝑐𝑝4’,air− 𝑇1 ∙ 𝑐𝑝1,air).                                       (7) 

- Efficiency of the whole turbine cycle: 

𝜂t,cycle =  
𝑃useful

𝑄supplied,CC
. (8) 

3.2. Real closed cycle gas turbine process 

Open and closed cycle gas turbine have the same useful power. For every individual working medium 

firstly is calculated mass flow: 

𝑚̇flow =
𝑃useful 

(ℎ3 – ℎ4′ −  ℎ2′ + ℎ1)
. (9) 

- The power required to drive the turbocompressor: 

𝑃T-C = 𝑚̇flow ∙ (h2’ – h1).                                                     (10) 

- Total power developed by the turbine: 

𝑃T = 𝑚̇flow ∙ (h3 − h4’).                                                      (11) 

- Difference of the two powers gives useful power: 

𝑃useful = 𝑃T – 𝑃T-C.                                                                                            (12) 

- The share of useful power in the total power: 

         𝑃useful,t =  
𝑃useful

𝑃 T
. (13) 

- Turbocompressor power share in the total power: 

𝑃turbocom,t =  
𝑃T−C

𝑃 T
. (14) 

- Heat supplied to the heater: 

Qsupplied,H = 𝑚̇flow ∙ (h3 – h2´).                                                    (15) 
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- Heat dissipated into the cooler: 

Qdissipated,C = 𝑚̇flow∙(h4´ −h1).                                                      (16) 

- Efficiency of the whole turbine cycle: 

𝜂t,cycle =  
𝑃useful

𝑄supplied,H
.  (17) 

In the above equations P is mechanical power, cp is specific heat at constant pressure, T is temperature, 

𝑚̇ is operating medium mass flow and h is specific enthalpy. 

 

4. Operating parameters of each observed process 

 

Air temperature, pressure and middle specific heat in each operating point for the real open cycle gas 

turbine process are shown in Table 1. Operating points are related to Figure 3.  

 

Table 1. Data for the real open cycle process 

 

In each observed gas turbine process (open and closed ones) isentropic efficiencies of turbocompressor 

and turbine are equal to 88% and 93%, while in the combustion chamber (heater) pressure drop is equal 

to 4%. Therefore, all the losses which occur in the reality were taken into account, for each observed 

process. 

 

All the thermodynamic data related to each analyzed closed cycle gas turbine processes, for all working 

mediums are presented in Table 2. Again, presented operating points are related to operating points 

from Figure 3. It should be highlighted that specific enthalpies, specific entropies and all other required 

data in each operating point are calculated from known pressures and temperatures by using NIST-

REFPROP software [6]. 

 

Table 2. Data for the real closed cycle processes 
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5. Results and discussion 

 

Comparisons between various calculated variables of six different gas turbines (one open cycle and five 

closed cycle) are presented in this section.  

Power that is required to drive the turbocompressor was first compared with the total power developed 

by the turbine. Working medium that had the lowest required driving turbocompressor power was air 

(45816,6 kW), while the highest turbocompressor power was achieved by neon (198855,27 kW), Figure 

4. Respectively, working medium that had the lowest total power developed by the turbine was also air 

(113768,1 kW), while the highest turbine total power was achieved by neon (266807,32 kW), Figure 4. 

 

 
Figure 4. Turbocompressor and turbine power comparison 

 

Next comparison is between the share of useful power in the total turbine power (effective power is 

used for the power consumer drive) and the turbocompressor power share in the total power 

(turbocompressor power is used for the turbocompressor drive), Figure 5. Working medium that had 

the lowest share of useful power in the total turbine power was neon (25,5%), while the highest share 

of useful power in the total turbine power was achieved by air (59,7%), Figure 5. Respectively, working 

medium that had the lowest turbocompressor power share in the total power was also air (40,3%), while 

the highest turbocompressor power share in the total power has neon (74,5%), Figure 5. This 

comparison shows that the total share (the sum of both mentioned shares, for each observed turbine) 

should always be equal to 100%. 

 

 
Figure 5. The share of (useful / turbocompressor) power in the total turbine power 

 

Third comparison is between the heat supplied to the heater (combustion chamber) and heat that is 

dissipated to cooler (released to the environment). Of all six working mediums, five of them (helium, 

CO2, neon, argon and nitrogen) are used in a real closed cycle process which contains heater and cooler, 

while only air is used in a real open cycle process which contains combustion chamber and dissipated 

heat is released into the environment. It is implied for the sake of simplicity that on the chart these two 

values are the heater and cooler, Figure 6. 

The air had the lowest supplied heat (128949 kW), while the CO2 had the highest value of supplied heat 

(312311,56 kW). Lowest dissipated heat again belong to air (60997,5 kW), while the highest belong to 
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CO2 (244359,42 kW), Figure 6. 

 
Figure 6. Comparison of supplied and dissipated heat 

 

The fourth comparison shows the relationship between specific turbocompressor power and specific 

turbine power. The lowest specific turbocompressor power can be seen for argon (304,63 kJ/kg), while 

the highest can be seen for helium (3029,1 kJ/kg). CO2 has the lowest specific turbine power (119,22 

kJ/kg), while helium has the highest specific turbine power (1680,3 kJ/kg), Figure 7. From the data 

shown in Figure 7 can be expected that the lowest working medium mass flow will have closed cycle 

gas turbine which operates with helium (due to the highest specific power of turbocompressor and 

turbine). Similarly, high mass flow of operating medium can be expected in closed cycle gas turbines 

which operates by using CO2, neon, argon and nitrogen. 

 

 
Figure 7. Specific power of turbocompressor and turbine (in kJ/kg) 

 

Fifth comparison shows the thermodynamic efficiency of the whole process, which shows the 

relationship between the obtained useful power and the thermal energy invested in the system. Working 

medium CO2 had the lowest process efficiency (21,8%), while the air had the highest process efficiency 

of all observed working mediums (52,7%), Figure 8. 

 

 
Figure 8. Thermodynamic efficiency of the whole process for all six observed working mediums 

(x100%) 
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Final comparison represents the mass flow of working medium in each observed process. Helium had 

the lowest mass flow of all six working mediums (74,84 kg/s), while argon had the highest value of 

mass flow (731,84 kg/s), Figure 9. 

 
Figure 9. Mass flow of working mediums  

 

6. Conclusions 

 

While heat input for the real open cycle process has a combustion chamber and heat is dissipated at the 

later stage of the process into the environment, real closed cycle process differs in two parts: heat is 

supplied to the heater, while heat is dissipated to cooler, ensuring the same working medium is present 

all the time by a closed process structure. Reliability of the turbine is significantly higher and its lifespan 

is greatly prolonged if the working medium does not contain substances that could cause corrosion or 

erosion on the parts of the turbine unlike the air. Useful power is equal for both real open and closed 

cycles which enables comparison between them.  

This paper presented an analysis of a real open and closed cycle gas turbine process. The analysis was 

performed by using six different working mediums which consist of: air, helium, CO2, neon, argon and 

nitrogen. The presented analysis provided insight into the operation of each cycle by comparing its: the 

turbocompressor and turbine power, the total share of effective and useful turbocompressor power in 

total produced power, supplied and dissipated heat, specific turbocompressor and turbine power, the 

thermodynamic efficiency of the whole cycle and lastly the mass flow of working mediums. The most 

important conclusions of this analysis are: 

- Working medium that had the lowest required driving turbocompressor power was air (45816,6 kW), 

while the highest turbocompressor power was observed during operation by neon (198855,27 kW). 

Working medium that had the lowest total power developed by the turbine was also air (113768,1 kW), 

while the highest turbine total power was again achieved by neon (266807,32 kW). 

- Working medium that had the lowest share of useful power in the total turbine power was neon 

(25,5%), while the highest useful power share in the total power was achieved by air (59,7%). Working 

medium that had the lowest share of turbocompressor power in the total turbine power was air (40,3%), 

while the highest turbocompressor power share in the total power has neon (74,5%). 

- Air had the lowest supplied heat (128949 kW) and the lowest dissipated heat (60997,5 kW). The 

highest value of the supplied heat (312311,56 kW) and the highest dissipated heat (244359,42 kW) 

belong to CO2. 

- Lowest specific turbocompressor power can be seen for argon (304,63 kJ/kg), while the highest can 

be seen for helium (3029,1 kJ/kg). CO2 has the lowest specific turbine power (119,22 kJ/kg), while 

helium has the highest value of specific turbine power (1680,3 kJ/kg). 

- Working medium CO2 had the lowest value of overall thermodynamic efficiency (21,8%), while the 

air had the highest overall thermodynamic efficiency (52,7%) in comparison to all the other operating 

mediums. 

- Helium had the lowest mass flow of all six working mediums (74,84 kg/s), while argon had the highest 
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mass flow (731,84 kg/s). 

 

Further research of all processes presented in this paper will be based firstly on the exergy analysis 

which will show the influence of the ambient parameters (pressure and temperature) on the overall 

efficiency [7, 8]. The next step will be optimization of the components and the whole processes which 

will be performed by using various artificial intelligence methods which proved to be a good solution 

for optimization purposes in energy sector [9-11]. 
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Abstract: Breast cancer is most frequently diagnosed cancer and the second most frequent cause of 

death in women. Early detection and treatment is the key for the patient’s health and reduced mortality. 

Machine learning classification can be used to help physicians in early diagnosis and classification of 

breast tumours. In this paper, three types of classifiers are presented: Random forest, Decision tree, and 

K-nearest neighbours for breast cancer classification. The classifiers are evaluated and compared. 

Techniques for improvement: feature selection, grid search and hyperparameter tuning reduce training 

time and improve performances of the classifiers. The highest accuracy is achieved by Random forest 

classifier (99.41%).  

Keywords: Breast cancer, Classification, Cross-validation, Decision tree, Feature, selection, K-Nearest 

neighbours, Random forest 

 

1. Introduction  

  

Today, breast cancer is the most frequently diagnosed life-threatening cancer in women and the leading 

cause of cancer death among women along with lung cancer [1, 2]. The success of personalized breast 

cancer care depends on access to clinical information and risk factors, optimal imaging findings, well-

established morphologic features, and traditional and contemporary testing. The recent decline in 

mortality from breast cancer in rich countries is attributed to increased public awareness, advances in 

breast imaging and screening and to the new innovations in breast cancer therapy [3]. Machine Learning 

algorithms can be used for precise classification of breast cancer. 

Amrane et al. [4] present two supervised learning classifiers: Naïve Bayes (NB) classifier and K-Nearest 

neighbours classifier (k-NN) and use accuracy metric to compare two classifiers where k-NN classifier 

achieved the highest accuracy of 97.51% on Wisconsin Breast Cancer dataset. 

Asri et al. [5] present 4 classifiers: Support Vector Machine(SVM), k-NN, NB and C4.5 and compare 

them using accuracy, precision, recall and f1-score metrics on Wisconsin Breast Cancer dataset. 

In this article, feature selection, cross-validation and grid search techniques are used along with Random 

forest, Decision tree and k-NN classifiers and using Wisonsin Breast Cancer dataset. The classifiers are 

compared using accuracy, precision, recall and f1-score metrics. The Random forest classifier after grid 

searching for optimal hyperparamteres and feature selection is performed on the data samples and 

achieves the accuracy of 99.4% on test set. 

 

2. Methodology 

 

Samples in dataset consist of 30 numeric features and one class label (malign and benign). The values 

of features are derived from digitalized images of samples extracted by FNA (Fine-Needle aspiration) 

method. FNA is a diagnostic method that consists of taking a sample of tissue using a hollow needle. 

Values of different features fall within various ranges and are scaled using procedure of normalization. 

Because data contains many features, feature selection is performed to reduce model complexity and 

improve its performance. Feature selection is performed by keeping only one of the highly correlated 

features in a group, thus removing the redundant information which can slow down and confuse  

 

a model. After feature selection there are 16 features remaining in the model. 
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A. Decision tree classifier 

 

Decision tree classifier is a supervised learning method used for classification and regression. The 

decision tree is constucted of nodes starting from root node that has no incoming edges. All other nodes 

have exactly one incoming edge. A node with outgoing edges is called an internal or test node. All other 

nodes are called leaves (also known as terminal or decision nodes). Each internal node splits the instance 

space into two or more sub-spaces according to a certain discrete function of the input attributes values. 

In the most frequent case, each test considers a single attribute, such that the instance space is partitioned 

according to the attribute's value. Each leaf is assigned to one class representing the most appropriate 

target value. Instances are classified by navigating them from the root of the tree down to a leaf, 

according to the outcome of the tests along the path [6]. Maximum depth of a tree is defined before 

training and can impact the performance of classifier so this parameter will be grid searched for optimal 

value. 

 

B. Random forest classifier 

 

Random forests are a combination of tree predictors such that each tree depends on the values of a 

random vector sampled independently and with the same distribution for all trees in the forest [7]. 

Random forest classifier is an ensemble learning method that works by combining the predictions of 

many decision tree classifiers and the final decision is the one with the most votes among individual 

decision trees. Total number of estimators will be grid searched.  

 

C. K-Nearest neighbours classifier 

 

K-NN (K-Nearest Neighbours) classifier is an algorithm to classify unlabelled data based on their 

similarity to labelled examples. The sample is classified into the class that is the most common among 

its k nearest neighbours. The procedure for selecting k nearest neighbours uses a preselected metric for 

distance calculation [8]. Euclidian distance (Equation 1) is most commonly used metric for distance 

calculation but there are other metrics to calculate distance such as Manhattan distance (Equation 2) or 

Chebyshev distance (Equation 3) where samples have 𝑛 features and 𝑝𝑖 and 𝑞𝑖 represent values of 𝑖-th 

feature of sample 𝑝 and 𝑞 respectively. 

 

𝑑𝑖𝑠𝑡(𝑝, 𝑞) = √(𝑝1 − 𝑞1)2 + ⋯ + (𝑝𝑛 − 𝑞𝑛)2, (1) 

 

𝑑𝑖𝑠𝑡(𝑝, 𝑞) = |𝑝1 − 𝑞1| + ⋯ + |𝑝𝑛 − 𝑞𝑛|, (2) 

 

𝑑𝑖𝑠𝑡(𝑝, 𝑞) = max(|𝑝1 − 𝑞1|, … , |𝑝𝑛 − 𝑞𝑛|) , (3) 

 

Selection of parameter k has a very big impact on the model performance and it will be grid searched. 

 

D. Cross-validation 

 

Cross-validation is implemented to reduce the risk of overfitting and track performance of the classifiers 

during training. The basic form of cross-validation is k-fold cross-validation. In k-fold cross-validation, 

the data is first partitioned into k equally (or nearly equally) sized segments or folds. Subsequently k 

iterations of training and validation are performed such that within each iteration a different fold of the 

data is used for validation while the remaining k − 1 folds are used for learning [9]. 

The data is split into training and test set in a 70:30 ratio. During training, 10-fold cross validation is 

performed.  



Student Scientific Conference RiSTEM 2021, Rijeka, 10. 06. 2021 

  131 

 

E. Hyperparameter tuning 

 

Selection of the classifiers’ hyperparameters can have a significant impact on the performances so grid 

search is performed to find the most optimal values for hyperparameters of classifiers [10]. 

Grid search is used to automatize the process of manually searching for the best parameters. Parameters 

that are searched are k value for the k-NN classifier, Minimum number of samples required to split an 

internal node and minimum number of samples required to be at a leaf node for Decision tree classifier 

and number of estimators and maximum depth for Random forest classifier. 

Models are evaluated and compared using different metrics: accuracy, precision, recall and f1-score. 

 

3. Results and Discussion 

 

The classifiers are evaluated and compared on a test set. Evaluation metrics before any improvements 

are shown in Table 1. 

Table 1. Metrics of classifiers 

Metric Random 

forest 

decisio

n tree 

k-NN 

Accur

acy 

0.99 0.95 0.98 

Precisi

on 

0.98 0.89 1.0 

Recall 0.98 0.98 0.95 

F1-

Score 

0.98 0.93 0.97 

Removing highly correlated features results in improved metrics shown in Table 2 and significant 

decrease in training time. Random forest classifier does not have any false negative samples now so its 

recall is 1.0. 

 

Table 2. Metrics of classifiers after feature selection 

Metric Random 

forest 

decisio

n tree 

k-NN 

Accur

acy 

0.99 0.95 0.96 

Precisi

on 

0.98 0.87 0.93 

Recall 1.0 1.0 0.97 

F1-

Score 

0.99 0.93 0.94 
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Grid searching for the optimal parameters improves the performances of every classifier as shown in 

Table 3. k-NN classifier has significant improvements in precision, recall and f1-score. Decision tree 

classifier does not have 1.0 recall anymore but other metrics are improved. 

Table 3. Metrics of classifiers after grid search 

Metric Random 

forest 

decisio

n tree 

k-NN 

Accur

acy 

0.99 0.96 0.99 

Precisi

on 

1.0 0.96 0.96 

Recall 0.98 0.93 1.0 

F1-

Score 

0.99 0.94 0.98 

 

 

4. Conclusion 

 

Looking at the metrics, it can be concluded that Random forest classifier has the best performance and 

is the optimal classifier for this problem. Even without any techniques for improvements (grid search 

and feature selection) this classifier has satisfying results. After feature selection the training of the 

classifiers is much faster and the performances are improved. After grid searching for optimal 

parameters, Random forest classifier provides best accuracy of 99.4%. 
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Abstract: Carotid artery is the main artery located in human neck. Its main role is to deliver blood to 

the neck and face muscles as well as, most importantly, to the brain. Carotid artery stenosis is one of 

many fatal carotid artery diseases involving carotid artery. Development of stenosis on artery wall can 

cause brain stroke if plaque breaks. Convolutional neural networks (CNNs) proved to be successful in 

object classification on images as well as object detection on same images. In the field of segmentation 

of clinical images, U-Net and SegNet architectures proved to have good performances. The aim of this 

paper was to use CNN to detect carotid artery wall in order to separate artery tissue from stenosis. 

Automatic segmentation of carotid artery wall was done via SegNet CNN and was compared with 

modified U-Net based deep convolutional network. Proposed model was evaluated on the images of 

real patients which were acquired through ultrasound. Experimental results show that this model 

outperforms models of other deep neural networks.  

Keywords: Carotid artery, deep neural networks, U-Net, segmentation, medical images, stenosis, 

SegNet 

1. introduction 

Carotid artery is one of the main arteries located in human neck. Its main role is to deliver blood to the 

neck and face muscles as well as, most importantly, to the brain. Human body has two carotid arteries 

located in either side of neck. Both arteries have bifurcations. One of the bifurcated arteries, inner 

carotid artery, has the main role to deliver blood to the brain, while other, exterior carotid artery delivers 

blood to face and neck [1]. As well as other arteries, carotid arteries can succumb to a number of fatal 

diseases including carotid artery vasculitis, stroke, stenosis, aneurysms, atherosclerosis etc. The main 

resemblance of these diseases is their high mortality rate. Thus, great efforts are made to recognize these 

problems, solve them and even predict their development [1]. 

Main reasons for high mortality rate of carotid artery diseases is their detection and recognition by 

clinicians. Even though it is relatively easy detect aneurysms on carotid artery through ultrasound or X-

ray, the problem occurs when doctors try to recognize plaque formation, to separate it from the artery 

wall and to recognize which type of plaque has formed (figure 1). 

mailto:anic.milos@kg.ac.rs
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Figure 1. Transversal cross section of carotid artery and plaque 

 

With development of technology in medicine, clinicians tried to describe diseases in simpler ways [2-

4], while, with the development of neural networks, many attempts to automate the process of disease 

detection have occurred. As of the start of 21th sanctuary many attempts on automatic characterisation 

of plaque on blood vessel walls were attempted [5-9] with the previous steps of lumen and wall 

detection. 

In this paper, attempt on automatic carotid wall detection was made as pre-step for plaque detection on 

carotid artery walls as well as their characterisation. This segmentation was applied on lungs of real 

clinical patients using SegNet based CNN and was compared with U-Net model. Models were evaluated 

on a set of ultrasound images with the resolution 512x512. Segmentation results were evaluated in the 

terms of dice coefficient. Experimental results show that SegNet model outperforms other models. 

2. Methodology 

In this study, the U-Net [10] and SegNet [11] architectures have been applied on a set of ultrasound 

images of carotid arteries. Images were separated into two sets, coloured images and black-white (BW) 

images (figure 2). 

 
Figure 2. Different images from the dataset, coloured (left) and BW (right) 
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In order to use CNN models, segmented images had to be acquired for validation set. Manual 

segmentation was done in open source image editing software. Result of the manual segmentation is 

shown on figure 3. 

 
Figure 3. Manually segmented images from the dataset 

Modified U-Net based CNN and baseline SegNet architectures were used on the dataset. U-Net 

architecture used in this study was modified from the aspect of depth. An additional block was added 

to encoder and decoder figure 4 as it was shown in Arsic et al. 2019 [12]. 

 
Figure 4. Modified U-Net architecture 

Figure 4 shows that every encoder block has two convolutional layers with filter 3x3 which are followed 

by 2x2 max pull layer and that every decoder block has 2x2 upconvolution layer and a skip connection 

followed by three 1x1 convolutional layers with sigmoid activation function. All convolution layers are 

arranged so that height and width of output image is the same as it was on input. Additional difference 

between baseline and presented U-Net architecture is that modified architecture uses serial 

normalization after each convolution layer which proved to give better results [13]. Models were trained 

with a combination of binary crosentropy and dice coefficient.  

3. Results and Discussion 

In this paper, task of binary classification of segmented images was taken in consideration. Results have 

been evaluated using dice coefficient (F1 score) on two separated sets (colour and BW). U-Net model 

achieved F1 score of 0.91 and 0.93 on BW and coloured images respectively while SegNet achieved 

0.92 and 0.94. While scores are not very different, SegNet has achieved slightly better results. This is a 

result of the fact that modified U-Net uses twice as much training parameters compared to SegNet thus 

getting slightly worse results in the process.  
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Figure 5 shows a comparison of original and SegNet segmented images. 

 
Figure 5. Results of SegNet architecture 

As it can be seen in figure 5, SegNet architecture has smoot edges compared to manually segmented 

images shown on figure 3. 

5. Conclusion 

 

This study has shown the use of deep learning methods for detection of carotid artery wall. Set task of 

was achieved with SegNet neural network with the dice coefficient of 0.92 for BW and 0.94 for coloured 

images.  

Future work will include lumen detection as well as plaque characterization. 
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Abstract: The study shows success of Artificial Neural Network in making right prediction of forest 

cover type of certain area based on that area cartographic parameters. The study evaluated area of 

Roosevelt National Forest in Colorado. Artificial neural network used for making predictions is 

Multilayer perceptron using Stochastic Gradient Descent as an optimizer and Sparse categorical cross-

entropy as loss function. The result of the study showed that right neural network model can make over 

90% correct predictions, which vastly transcend traditional statistical models. This success means that 

similar model can be used for making predictions in other areas around the world, which can decrease 

costs of managing natural resource inventory and even make managing possible for inaccessible areas.   

Keywords: Artificial intelligence, Forest cover type, Multiclass classification, Sparse categorical cross-

entropy 

 

1. Introduction 

 

Management of natural resource inventory information is key part of any private or federal property. 

One of the most important parts of that inventory is forest cover type. Traditional way of cover type 

recording is by field personnel. This is both time and cost consuming and even in some cases not 

possible due to inaccessibility of wilderness areas. Alternative method is using predictive models. 

J.A. Blackard, D.J. Dean et al. (1999) [1] applied a feedforward three-layers artificial neural network 

model with the goal of improving accuracy of prediction over traditional statistical model based on 

Gaussian discriminant analysis.  

A feedforward neural network is an artificial neural network wherein connections between the nodes 

do not form a cycle [2]. 

Model used by Blackard and Dean had architecture of three fully connected layers, where number of 

neurons in each layer is as follows: 54-100-7. Activation function for input layer was linear and 

activation function for hidden and output layer was sigmoid function. Loss function of choice was mean 

square error. Learning algorithm used for model was Backpropagation. Optimal learning rate found 

from their research was 0.05. Model was trained for 1000 epochs. Their model achieved accuracy of 

70.58% for test data set. 

Research question of this study is to see if it is possible to improve J.A. Blackard, D.J. Dean et al. (1999) 

neural network model [1] and show what does it take to do so.  

The goal of this study is to improve their model using more modern approach and show progress of  

both technology and  Artificial Intelligence in the last two decades. 

 

2. Methodology 

 

Dataset used to feed the neural network model comes from these areas of Roosevelt National Forest: 

Rawah (29 628 hectares), Comanche Peak (27 389 hectares), Neota (3904 hectares) and Cache la Poudre 

(3817 hectares). Full rights for database belong to Jock A. Blackard and Colorado State University [11]. 
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Total area was divided into 581 012 raster cells dimension 30 × 30-m, where each cell is described with 

following variables(with their units of measure):  

1. Elevation (m), 

2. Aspect (azimuth from true north), 

3. Slope (°), 

4. Horizontal distance to nearest surface water feature (m), 

5. Vertical distance to nearest surface water feature (m), 

6. Horizontal distance to nearest roadway (m), 

7. A relative measure of incident sunlight at 09:00 h on the summer solstice (index), 

8. A relative measure of incident sunlight at noon on the summer solstice (index), 

9. A relative measure of incident sunlight at 15:00 h on the summer solstice (index), 

10. Horizontal distance to nearest historic wildfire ignition point (m), 

11. Wilderness area designation (four binary values, one for each wilderness area), 

12. Soil type designation (40 binary values, one for each soil type). 

Total number of independent variables is 54 which is the number of inputs neural network is going to 

have. Output of the model will be integer number representing dominant forest type for observed 30 × 

30-m raster cell. Types of forest are as following: 

1. Spruce/fir – 211 840 samples 

2. Lodgepole pine – 283 301 samples 

3. Ponderosa pine – 35 754 samples 

4. Cottonwood/Willow – 2 747 samples 

5. Aspen – 9 434 samples 

6. Douglas-fir – 17 367 samples 

7. Krummholz – 20 510 samples 

Upon understanding the goal of the study and observing data, it is clear that neural network will have 

to solve the problem of multiclass classification. Multiclass or multinomial classification is the problem 

of classifying instances into one of three or more classes [3]. Choosing the right hyperparameters is 

now significantly easier knowing type of the problem.  

Before actually building and training neural network model it is important to do data preprocessing. 

First step in data preprocessing is to normalize data. This will result in samples being formatted the way 

that will give better accuracy of predictions, as well as faster and more stable training process. 

Normalization is a rescaling of the data from the original range so that all values are within the range 

of 0 and 1 [4]. Input parameters represented by numbers 1-10 are given in integer form. This results in 

values for different parameters to be on a different scale. To put all of this integer parameters on the 

same scale, rescaling(min-max normalization) method was used.  

Following successful data normalization it is necessary to split data into following data sets: training 

data set, validation data set and test data set. After experimenting with different proportions among data 

sets relatively to the size of total data set it was discovered that 60% of total data for training(348 606 

samples) and 20% each for validation and test data set(116 203 samples) was optimal way to split data. 

It is important to note that data samples were shuffled before splitting into different sets, because 

originally total data set was sorted by wilderness area designation areas, which causes training, 

validation and test data set to not be representative of the overall distribution of the data. Shuffling also 

reduces variance and makes sure that model remain general and overfit less. Overfitting is the 

production of an analysis that corresponds too closely or exactly to a particular set of data, and may 

therefore fail to fit additional data or predict future observations reliably [10]. 

With data processed neural network modelling could begin. Artificial neural network models require 

several architectural and training parameters to be selected prior to analysis. The optimal number of 

hidden layers and the number of nodes per hidden layer are generally not known a priori for a specific 

data set, and must be empirically determined through an examination of different parameter settings 

[5][6]. After extensive experimentation with different network architectures, best results were 

accomplished using four-layer network with input and output layer accompanied by two hidden layers. 
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Number of neurons in each layer is as follows: 54-120-60-7. Each neuron in output layer represents one 

forest type and it will give probability of that forest type to be on certain land cell. Total number of 

trainable parameters is 17 257. 

For input layer and hidden layers activation function of choice is ReLU, and for output layer activation 

function is Softmax. This combination of activation functions for multiclass classification have become 

pretty common in recent years. For years most popular output layer activation function was sigmoid, 

but it was never good for classification problems where classes are mutually exclusive, which is case 

for forest cover types. The softmax function is a function that turns a vector of K real values into a 

vector of K real values that sum to 1 [7], using equation #(1). 

 

𝜎(𝑧)𝑖 =
𝑒𝑧𝑖

∑ 𝑒𝑧𝑖𝐾
𝑗=1

, #(1) 

 

where 𝑧 is output value, 𝑖 index of  𝑖 -th neuron in output layer and 𝐾 number of neurons in output layer. 

This way each forest type gets evaluation in a form of chance to be best prediction.  

ReLU function is obvious choice given the benefits it provides. It does not saturate, it has linear 

behaviour which makes training process fast and it can learn complex relationships in the data. 

As for loss function clear choice is Sparse Categorical Cross-entropy, since problem is of multiclass 

classification type and outputs are given in integer format, rather than being one-hot encoded. 

Advantage of using sparse categorical cross entropy is it saves time in memory as well as computation 

because it simply uses a single integer for a class, rather than a whole vector. This loss function is 

computed using equation #(2). 

 

𝐽(𝑤) =  − ∑ 𝑦𝑖 log(𝑦̂𝑖)

𝑁

𝑖=1

, #(2) 

 

where 𝑁 is number of neurons in a layer, 𝑤 refer to the model parameters, 𝑦𝑖 is the true label and 𝑦̂𝑖 is 

the predicted label. Training algorithm, or optimizer, used for neural network learning is Stochastic 

Gradient Descent(SGD). During research and experimentation with other optimizers, SGD came on par 

with the more modern algorithm that are based on SGD, like Adam and AdaGrad. With the right 

learning rate SGD achieved better generalization without sacrificing accuracy or too much of the 

training time. Optimal learning rate is found to be larger than for most problems with the value of 0.1. 

Using SGD, it was crucial to find right learning rate since too high learning rate will make the learning 

jump over minima but a too low learning rate will either take too long to converge or get stuck in an 

undesirable local minimum [8].  

Neural network model has been trained for 50 epochs giving accuracy on validation set of 90.19%. It 

was experimented with different numbers of epochs, but after the 50th epoch it was seen that loss 

function plateaus, thus making following epochs pointless. Graph of training process is showed on 

Figure 1, where change of loss function on training set(blue colour), loss function on validation 

set(green colour), accuracy on training set(orange colour) and accuracy on validation set(red colour) 

can be seen during 50 epochs training period. 
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Figure 1. Values of important functions during training process 

 

Training process took approximately 17 seconds per epoch, which contributes to around 15 minutes 

training time. 

 

3. Results and Discussion 

 

Following successful training, final evaluation of neural network model was made using test data set. 

Time to make predictions on 116 203 samples was 2.6231977 seconds. Precision of predictions for each 

forest type is shown in Table 1.  

 

Table 1. Accuracy of predictions 

Forest type Precision 

Spruce/fir 0.93 

Lodgepole pine 0.89 

Ponderosa pine 0.93 

Cottonwood/Willow 0.72 

Aspen 0.72 

Douglas-fir 0.76 

Krummholz 0.90 

 

From the Table 1 it is clear that precision for Cottonwood/Willow, Aspen and Douglas-fir forest types 

is not as high as for the rest of types. This is a consequence of low number of samples in data set that 

contain those three forest types. It could mean that with bigger data set precision could be even better.  

Another important metric that shows neural networks performance is a confusion matrix. A confusion 

matrix summarizes the classification performance of a classifier with respect to some test data. It is a 

two-dimensional matrix, indexed in one dimension by the true class of an object and in the other by the 

class that the classifier assigns [9]. Confusion matrix for this model is shown in Figure 2. 

 

 
Figure 2. Confusion matrix of test data 

 

From the Figure 2 it is easy to see what forest types neural network confused most often: Lodgepole 

pine for Spruce/fir, Spruce/fir  and Aspen for Lodgepole pine, Douglass-fir for Ponderosa pine, 

Lodgepole pine for Aspen and Spruce/fir for Krummholz. 
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4. Conclusion 

 

This study successfully showed that model that J.A. Blackard, D.J. Dean et al. (1999) [1] used, can be 

improved drastically with change of hyperparameters for more modern options that are better suited for 

multiclass classification problem. Besides showing progress made in the field of Neural Networks, 

progress in computation power is showed in the time spent on training neural network. Training time 

was reduced from 45 hours [1] to just 15 minutes. With accuracy of over 90% this neural network model 

can be confidentially used for managing natural inventory of Roosevelt National Forest. For future work 

this neural network model can be modified in way that will make it usable for predicting forest cover 

types of other wilderness areas around the world with different forest cover types. 
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Abstract: The paper presents calculation results of carbon dioxide emissions from a ship's steam 

generator during the usage of different fuel types for 23 different loads. The calculation is done for the 

combined usage of HFO (Heavy Fuel Oil) and natural gas which is the standard working mode for the 

observed steam generator. After this, the calculation of CO2 emissions is done separately for HFO, 

natural gas, 10 types of lignite coal, 4 types of anthracite coal and for bark wood. It is assumed that the 

steam generator produces an equal amount of heat in each load using every fuel type. The results are 

compared between the combined usage of HFO and natural gas, their respective separate usage, the 

average emissions of lignite coal, the average emissions of anthracite coal and for the emissions of bark 

wood fuel. It is found that the emissions are lowest for the usage of natural gas and it is closely followed 

by the combined usage of HFO and natural gas, while the use of only HFO, lignite, anthracite, or bark 

wood significantly increases the CO2 emissions.   

Keywords: Carbon dioxide, Coal, Emissions, Fuel, Generated heat, Heavy fuel oil, Natural gas 

 

1. Introduction 

 

Carbon dioxide emissions are the main reason why the global climate changes [1]. The combustion of 

fossil fuels is the largest anthropogenic influence on climate change mainly caused by emitted 

greenhouse gasses [2]. That makes the problem of CO2 emissions from fuel combustion of great 

importance nowadays. That is the reason why the amounts and the impact of emissions have to be 

known, and it should be strived to reduce those amounts as much as possible. Also, the requirements of 

reducing greenhouse gas emissions by legislation are becoming more rigorous. By 2050 international 

shipping will be required to reduce the emissions by at least 50% [3]. These emission standards are 

continuously getting more rigorous for all areas of human influence, not only for maritime steam 

generators but for all fossil fuel powered machines. That makes the data regarding emissions from fossil 

fuel combustion even more relevant for future development. A proper selection of fuel for combustion 

can notably reduce all the emissions (not only CO2 emissions analyzed in this paper) [4]. In this paper 

is presented a comparison of the impact that different fuel types have on the amount of CO2 emissions 

in a ship's steam generator. The cross section of the marine steam generator is presented in Figure 1. 

The steam generator operates using two fuels at the same time - it uses HFO (Heavy Fuel Oil) and 

natural gas. Emissions of CO2 are going to be calculated for the combustion of different fuel types in 

this steam generator. For reference, the amount of heat energy that the generator provides will be always 

equal at each load (regardless of used fuel). Therefore, the amount of each used fuel will be calculated 

from a constant released heat energy (released heat energy is constant at each load, but it varies for a 

different loads). The data of fuel consumption for HFO and natural gas in combined combustion are 

available for 23 different load capacities of the steam generator. Also, the lower heating value and the 

carbon mass fractions in each fuel are available [4]. The fuels that are going to be observed are the 

following: HFO (Heavy Fuel Oil) and natural gas in combined combustion as well as various fuels in 

an independent combustion: HFO, natural gas, kangal lignite, cayirhan lignite, elbistan lignite, orhaneli 

lignite, seyitomer lignite, tuncbilek lignite, yatagan lignite, soma lignite, yenikoy lignite, can lignite, 

armutcuk anthracite, catalgazi anthracite, karadon anthracite, amasra anthracite and bark wood. The 

required calculation data for each fuel (instead of HFO and natural gas) are found in the literature [6]. 

The use of coal on ships has mostly been substituted by oil which is already giving way for alternate 
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fuels such as natural gas. The use of natural gas is expected to increase drastically in the ship industry 

in the future due to higher emission standards [7, 8]. 

 

 

 
Figure 1. Cross section of the analyzed marine steam generator [5] 

 

2. Methodology 

 

For the combustion of any fuel, an approximate calculation of CO2 emissions can be made according 

to the Eq. 1:  

 

𝐶𝑂2  (
𝑘𝑔

ℎ
) = 𝐹𝑢𝑒𝑙 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (

𝑘𝑔

ℎ
) ∙  𝐶𝑎𝑟𝑏𝑜𝑛 𝑚𝑎𝑠𝑠 

𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑖𝑛 𝑡ℎ𝑒 𝑓𝑢𝑒𝑙 ∙
44

12
.  (1) 

The above-mentioned equation is derived from the chemical reaction of the elemental carbon 

combustion derived on 1 kg of carbon, Eq. 2: 

12 𝑘𝑔 𝐶 + 32 𝑘𝑔 𝑂2 → 44 𝑘𝑔 𝐶𝑂2. (2) 

If multiple fuel types are used as in this marine steam generator, the calculation should be done for each 

fuel and then summarized. The comparison of different emissions for each fuel type makes sense only 

if the referent element is defined. In this paper the referent element is the amount of heat produced by 

steam generator which remains constant at each load, regardless of used fuel. The amount of heat is 

calculated using the Eq. 3 where Q represents the produced heat amount and is calculated in a way that 

the lower heating value of each fuel is multiplied by the fuel consumption used for the combustion 

purpose. That expression can be altered to calculate the fuel consumption which depends of the 

generated heat and the lower heating value of any fuel, as shown in Eq. 4. 

𝑄 (𝑀𝑊) =  𝐿𝑜𝑤𝑒𝑟 ℎ𝑒𝑎𝑡𝑖𝑛𝑔 𝑣𝑎𝑙𝑢𝑒 (
𝑀𝐽

𝑘𝑔
) ∙  𝐹𝑢𝑒𝑙 (3) 

𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (
𝑘𝑔

𝑠
) . (4) 
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𝐹𝑢𝑒𝑙 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (𝑘𝑔/𝑠) = 𝑄 (𝑀𝑊)/𝐿𝑜𝑤𝑒𝑟 ℎ𝑒𝑎𝑡𝑖𝑛𝑔 𝑣𝑎𝑙𝑢𝑒 (𝑀𝐽/𝑘𝑔).               (4)   

Firstly, the generated heat is calculated for each load of the steam generator using the fuel consumptions 

of the combined HFO and natural gas combustion [4]. Obtained heat amount at each load is used for 

the emissions comparison of all the other different fuels [6]. Then, it is possible to calculate the fuel 

consumption for all the other fuel types based on the data of the generated heat. That is done using the 

Eq. 4. The CO2 emissions of the combined combustion of HFO and natural gas at each steam generator 

load are calculated using the Eq. 1. Finally, the CO2 emissions for every fuel type in independent 

combustion at each steam generator load are calculated by using Eq. 1 again. 

 

3. Results and discussion 

 

The results of the calculations are presented in Figures 2, 3, 4 and 5. Because of the condition that the 

amount of heat produced by steam generator at each load remains the same, the amount of the fuel 

differs and, in that way, leads to similar CO2 emissions for different coal types. The similar CO2 

emissions for 10 different lignite coal types are presented in Figure 2. 

In Figure 3, the amount of heat generated by the steam generator is calculated using Eq. 3. In all steam 

generator loads, HFO consumption is almost the same (increase is evident at low load during steam 

generator startup), while the natural gas consumption continuously increases during increase in steam 

generator load.  

The steam generator produces the least CO2 emissions using natural gas, followed by the combined 

usage of HFO and natural gas. During the usage of only HFO the CO2 emissions are significantly higher 

in comparison to combined usage of two fuels or when only natural gas is used, Figure 4.  

 

 
Figure 2. Similar CO2 emissions for 10 different lignite coal types at different steam generator loads 
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In Figure 5, the CO2 emissions of the combined combustion of HFO and natural gas, the individual 

combustion of natural gas, HFO, bark wood and the averaged emissions for different lignite coal types 

and anthracite coal types (10 lignite coal types and all 4 anthracite coal types) are compared. It is clear 

from Figure 4 and 5 that the lowest emissions are obtained for the individual combustion of natural gas 

thanks to its high lower heating value and the combustible hydrogen that reduces the carbon mass 

fraction in fuel. Natural gas generates lower CO2 emissions for the same amount of produced heat in 

comparison to all the other observed fuels. The combined combustion of HFO and natural gas gives a 

slightly higher CO2 emissions than just the combustion of natural gas, but still, mentioned CO2 

emissions are notably lower in comparison to the individual combustion of HFO. The combustion of 

all coal types and bark wood produces significantly higher CO2 emissions in comparison to HFO and 

natural gas. Therefore, it can be concluded that removal of coal or bark wood from marine propulsion 

systems notably reduces CO2 emissions. Further reducing of CO2 emissions can be obtained only by 

using natural gas as an independent fuel. 

 

Figure 3. Consumption of HFO and natural gas for different steam generator load capacities along 

with generated heat 
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Figure 4. CO2 emissions using combined HFO and natural gas combustion and separately HFO and 

natural gas 

 

Figure 5. CO2 emissions using combined HFO and natural gas combustion and separate fuel 

combustion  

 

4. Conclusion 

 

In this paper the presented calculations confirm the advantages of proper fuel choice for the marine 

steam generator with an aim to reduce CO2 emissions. In many cases, the price of fuel is the main reason 
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why newer and cleaner approaches are not taken in consideration. With more rigorous regulations 

regarding emissions, the choice of less polluting fuels becomes a necessity. In the marine environment, 

analysis performed in this paper shows the dominance of natural gas in regards to CO2 emissions when 

compared to all the other observed fuels. At any steam generator load, CO2 emissions of natural gas are 

notably lower than emissions of any other analyzed fuel. In future works it is possible to consider 

different methods of fuel production and extraction and therefore the emissions produced during the 

whole operation life cycle. Also, the usage of alternative fuels and renewable energy sources can be an 

interesting way for the reduction of all emissions (not only CO2 emissions). 

Along with the mentioned, in the fuel production and its usage in various energy systems, the 

application of contemporary numerical methods can bring many benefits [9, 10]. Usually, the most 

important benefits of such numerical methods are fuel consumption reduction and increasing overall 

process efficiency – which are directly related to CO2 emissions reduction. 
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